
Matematiikan ja tilastotieteen laitosIntrodu
tion to Algebrai
 TopologyFall 2011Exer
ise 9Solutions
1. Prove that the singular homology has 
ompa
t 
arriers in the followingpre
ise sense.a) Suppose x ∈ Hn(X) (X a top. spa
e). Prove that there exists 
ompa
t

C ⊂ X su
h that x belongs to the image of
i∗ : Hn(C) → Hn(X)(where i : C → X in
lusion).b) Suppose C ⊂ X is 
ompa
t, i : C → X an in
lusion and x ∈ Hn(C) issu
h that i∗(x) = 0 ∈ Hn(X). Prove that there exists a 
ompa
t D ⊂ X su
hthat C ⊂ D and j∗(x) = 0 ∈ Hn(D), where j : C → D is in
lusion.Also prove a) and b) for redu
ed homology groups H̃n.Solution: a) Suppose x ∈ Hn(X). Then there exist m ∈ N, singular n-simpli
es σi : ∆n → X , i = 0, . . . , m and integers n0, . . . , nm su
h that

x = [
m∑

i=0

niσi],where y =
∑m

i=0 niσi ∈ Zn(X) is a 
y
le.De�ne
C =

m⋃

i=0

σi(∆n).Then C is a 
ompa
t subset of X and by restri
ting image of σi for all
i = 0, . . . , m we may regard y as an element in Cn(C). Moreover y is still a
y
le in C, so there is

x′ = [y] ∈ Hn(C)and i∗(x
′) = x.If x ∈ H̃0(X), then y above has property ε(y) = 0, so it has the same pro-perty 
onsidered as an element of C0(C) as well. It follows that x′ = [y] ∈

H̃0(C).b) As above represent x as a 
lass [y], where
y =

m∑

i=0

niσi,



2 for some singular n-simpli
es σi : ∆n → C. Sin
e i∗(x) = 0 ∈ Hn(X), thisimplies that there exists
z =

k∑

j=0

njτj ∈ Cn+1(X)so that ∂(z) = y. Let
D =

l⋃

j=0

τj(∆n+1) ∪ C.Then D is 
ompa
t and C ⊂ D. Moreover z ∈ Cn+1(D) and ∂(z) = j♯(y) i.e.
j♯(y) is a boundary in D. Hen
e j∗(y) = 0.This time redu
ed groups don't a�e
t 
on
lusion in any way, so the 
laimis trivially true also for H̃0.2. Suppose K is a ∆-
omplex.a) Let C be a 
ompa
t subset of |K|. Show that there is a �nite sub
omplex
L of K su
h that C ⊂ L.b) Assume the theorem 3.4.3 (the equivalen
e of simpli
ial and singular ho-mologies) is true for all �nite sub
omplexes of K. Prove that i∗ : Hn(K) →
Hn(|K|) is an isomorphism for all n ∈ N. (Hint: a) and the previous exer
ise).Solution: a) It is enough to show that C interse
ts int σ for �nitely many
σ ∈ K only, sin
e then the sub
omplex L formed by these simpli
es and alltheir fa
es is also �nite.For every σ ∈ K su
h that C ∩ int σ 6= ∅ 
hoose one point xσ ∈ C ∩ int σ and
onsider the set

B = {xσ | σ ∈ K,C ∩ int σ 6= ∅}.Then B ⊂ C. It is enough to prove B is �nite. Suppose A ⊂ B and σ ∈ Karbitrary. Sin
e A interse
ts every interior of a simplex in at most one pointand σ interse
ts �nitely many interiors of simpli
es, it follows that A ∩ σ is�nite, in parti
ularly 
losed in σ. Sin
e |K| has weak topology, it follows that
A is 
losed in |K|. In follows that every subset of B is 
losed, hen
e B hasdis
rete topology and B itself is a 
losed subset of C, hen
e 
ompa
t. Sin
e
ompa
t and dis
rete spa
e is always �nite, 
laim follows.b) Suppose y ∈ Hn(|K|). By exer
ise 1 there exists 
ompa
t C ⊂ |K|su
h that y = j∗(y

′) for some y′ ∈ Hn(C) j : C → |K| in
lusion. By a)there exists �nite sub
omplex L of K su
h that C ⊂ |L|, so y = k∗(y
′′),where y′′ = j′

∗
(y′) ∈ Hn(L), j′ : C → |L|, k : |L| → |K| in
lusions. Consider
ommutative diagram

Hn(L)
i∗∼=

//

l∗
��

Hn(|L|)

k∗
��

Hn(K)
i∗

// Hn(|K|),



3where l : L → K is in
lusion of ∆-
omplexes. Sin
e i∗ : Hn(L) → Hn(|L|) issurje
tion by assumption, there exists x′′ ∈ Hn(L) su
h that i∗(x′′) = y′′. Let
x = l(x

′′). Then
i∗(x) = i∗(l∗(x

′′)) = k∗(i∗(x
′′)) = k∗(y

′′) = y.Hen
e i∗ is surje
tion.Suppose x ∈ Hn(K) su
h that i∗(x) = 0 ∈ Hn(|K|). Now
x = [

m∑

i=1

niσi],wherem ∈ N, σi ∈ K, i = 1, . . . , m. The sub
omplex L generated by simpli
es
σi, i = 1, . . . , m and all their fa
es is �nite and x′ = [

∑m

i=1 niσi] ∈ Hn(L) issu
h that l∗(x′) = x for in
lusion l : L → K. Let k : |L| → |K| be an in
lusion.From the 
ommutativity of the diagram
Hn(L)

i∗
//

l∗
��

Hn(|L|)

k∗
��

Hn(K)
i∗

// Hn(|K|),we see that
k∗(i∗(x

′)) = i∗(l(x
′)) = i∗(x) = 0.Sin
e L is �nite, |L| is 
ompa
t, so by the exer
ise 1b) there exists 
ompa
t

D ⊃ |L| su
h that k′

∗
(i∗(x)) = 0 for k : |L| → D is an in
lusion. By enlarging

D to a �nite sub
omplex (whi
h exists a

ording to a)) we may assume D =
|L′|, where L′ is a �nite sub
omplex. We have a 
ommutative diagram

Hn(L)
i∗∼=

//

��

Hn(|L|)

k′
∗

��

Hn(L
′)

i∗∼=
//

l′′
∗

��

Hn(|L
′|)

k∗
��

Hn(K)
i∗

// Hn(|K|).Now if l′ : L → L′ denote a simpli
ial in
lusion we have
i∗(l

′

∗
(x′)) = k′

∗
(i∗(x

′)) = 0,so by assumption l′
∗
(x′) = 0 ∈ Hn(L

′). It follows that
x = l∗(x

′) = l′′
∗
(l′

∗
(x′)) = 0,where l′′ : L′ → K is a simpli
ial in
lusion.Hen
e i∗ is an inje
tion.3. Consider the Mobius band X triangulated as usual.
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aa

b

ca) Cal
ulate the simpli
ial homology of the "boundary"i.e. a sub
omplexgenerated by the 1-simpli
es a, b, c.b) Dedu
e that Mobius band and S1 are not homeomorphi
 (remove apoint and use a)).

Solution: a)
a

a

x y

y x

b c

Let L be a sub
omplex generated by 1-simpli
es a, b, c. Sin
e L is 1-dimensionalit is enough to 
al
ulate only groups H1(L) = Ker ∂1 and H0(L). There aretwo verti
es, x and y (see the pi
ture) and
∂1(a) = ∂1(b) = ∂1(c) = x− y,hen
e

∂1(ma+ nb+ lc) = (m+ n+ l)(y − x) = 0if and only if l = −(m + n). It follows that H1(L) = Ker ∂1 is a free abeliangroup on two generators a− c and b− c, i.e. isomorphi
 to Z⊕ Z.It also follows that the image B0(L) ⊂ C0(L) is a subgroup generated by
x− y. Sin
e {x, x− y} is a basis of C0(L), it follows that

H0(L) = C0(L)/B0(L) ∼= Z[x] ∼= Z.b)If Mobius band and S1 are homeomorphi
, then alsoM \{x} and S1\{y}are also homeomorphi
, where we 
hoose x to be an "interior point "of thesquare and y is the image of x under isomorphism. But M \ {x} has thesame homotopy type as the "boundary "|L|, while S1 \ {y} is 
ontra
tible.We obtain 
ontradi
tion, sin
e a) implies that H1(M \ {x}) ∼= Z ⊕ Z, inparti
ular not trivial.4. a) Let n > 0, i ∈ {1, . . . , n + 1} and let ιi : Sn → Sn be de�ned by ιi(x) =
(x1, . . . , xi−1,−xi, xi+1, . . . , xn + 1). Show that that

(ιi)∗(x) = −xfor all x ∈ Hn(S
n), i = 1, . . . , n, assuming this is known for ιn+1 (provedin the le
ture notes). (Hint: use the fa
t that ιi = f ◦ ιn+1 ◦ f for some



5homeomorphism f .)b) Let h : Sn → Sn, h(x) = −x. Prove that
h∗(x) = (−1)n+1x.for all x ∈ Hn(S

n).Solution: a) Let f : Sn → Sn be a mapping that inter
hages ith and n+1th
oordinates, i.e.
f(x1, . . . , , xi−1, xi, xi+1, . . . , xn+1) = (x1, . . . , , xi−1, xn+1, xi+1, . . . , xi).Mapping f is 
learly a homeomorphism and

ιi = f ◦ ιn+1 ◦ f.Now f ◦ f = id, so for every x ∈ Hn(S
n) we have

(ιi)∗(x) = f∗((ιn+1)∗(f∗(x)) = f∗(−f∗(x)) = −(f∗ ◦ f∗)(x) = −x.b)Sin
e
h = ι1 ◦ ι2 ◦ . . . ◦ ιn ◦ ιn+1
laim follows easily from a).5. Suppose D = {0 = t0 < t1 < . . . < tn = 1} be a �nite subdivision of I = [0, 1].De�ne for every i = 0, . . . , n− 1 a path αi : I → S1 by

αi(t) = cos(2πti(1− t) + t2πti+1) + i sin(2πti(1− t) + t2πti+1).In other words αi is an ar
 that 
onne
ts xi = e2πti and xi+1 = e2πti+1 .De�ne γD ∈ C1(S
1) as

γD =
n−1∑

i=0

αi.Show that γD is a 
y
le. By indu
tion on n prove that [γD] = [γ] ∈ H1(S
1),where γ = γD0

, D = {0, 1}. (Hint: exer
ise 4.7).Con
lude that [γD] is a generator of H1(S
1) for every D.Solution: Suppose n > 1 and D = {0 = t0 < t1 < . . . < tn = 1} bea �nite subdivision of I = [0, 1]. Then 0 < tn−1 < 1. Let D′ = {0 =

t0 < t1 < . . . < tn−2 < tn = 1} be subdivision with smaller amountof points (tn is removed). It is enough to show that [γD] = [γD′], sin
ethen we may pro
eed by indu
tion. First we show that [γD] = [γE], whe-re E{0 = t0 < t1 < . . . < t′n−1 < tn = 1} is a subdivision with the samepoints as D, ex
ept t′n−1 = (t′n−2 + tn)/2. De�ne for every subdivision D asabove the 
ontinuous mapping fD : I → S1 as following.Let Dn = {0, 1/n, . . . , i/n, n− 1/n, 1} be a standard regular subdivision of
I. For any subdivision of n + 1 points D = {0 = t0 < t1 < . . . < tn = 1} welet aD be a pie
ewise linear mapping aD : I → I whi
h maps i/n to ti and islinear on the subintervals [ti, ti+1]. In other words

aD(ti/n+ (1− t)(i+ 1)/n) = tti + (1− t)ti+1, i = 0, . . . , n− 1.



6 We also de�ne bD : I → S1 by
bD(x) = e2πiaD(x)and noti
e that bD(0) = bD(1), so bD indu
es a mapping cD : S1 → S1 so that
c(e2πt) = bD(t).It is easy to see that aD and aE are homotopi
 rel {0, 1}, so cD is homotopi
to cE. It follows that

[γD] = (cD)∗([γDn
]) = (cE)∗([γDn

]) = [γE].Now for subdivision E we have that αn−2 ·αn−1 = α′

n−2, where α′

n−2 is thelast summond in γD′. Exer
ise 4.7 implies that
[γD] = [γD′].Sin
e [γD0

] is known to be the generator of H1(S
1), the last 
laim follows.6. a) Suppose K is a simpli
ial 
omplex and L1 and L2 are sub
omplexes of Ksu
h that K = L1 ∪ L2. Show that (|K|; |L1|, |L2|) is a proper triad. (Hint:use the equivalen
e of simpli
ial and singular homologies).b)Show that (Sn;B+, B−) is a proper triad using a). Write down the Mayer-Vietoris sequen
e of this triad and use it to prove that Hn(S

n) ∼= Hn−1(S
n−1)for n > 1.
) Can you prove that (Sn;B+, B−) is a proper triad using the properties ofthe singular homology, su
h as homotopy axiom and Mayer-Vietoris sequen
efor the open 
overing by 2 sets?Solution: a) Consider the 
ommutative diagram

0 // Cn(L1 ∩ L2) //

k
��

Cn(L1)⊕ Cn(L2)

k⊕k

��

// Cn(L1) + Cn(L2) = CK
//

k
��

0

0 // Cn(|L1 ∩ L2|) // Cn(|L1|)⊕ Cn(|L2|) // Cn(|L1|) + Cn(|L2|) // 0,where verti
al mappings k are 
anoni
al embeddings of simpli
ial 
hain groupinto singular 
hain group and horizontal mappings are de�ned as usual inMayer-Viatoris sequen
e. Noti
e that |L1| ∩ |L2| = |L1 ∩ L2|. This diagramindu
es the 
ommutative diagram in homology
Hn(L1 ∩ L2) //

k∗∼=
��

Hn(L1)⊕Hn(L2) //

k∗⊕k∗∼=
��

Hn(K) //

k∗
��

Hn−1(L1 ∩ L2) //

k∗∼=
��

Hn−

Hn(|L1 ∩ L2|) // Hn(|L1|)⊕Hn(|L2|) // Hn(C|L1|+ C|L2|) // Hn−1(|L1 ∩ L2|) // Hn−1



7Five-lemma implies that k∗ : Hn(K) → Hn(C|L1| + C|L2|) is an isomorp-hism. On the other hand there is a 
ommutative diagram
Hn(K)

k∗∼=
//

k∗∼=

((Q
Q

Q

Q

Q

Q

Q

Q

Q

Q

Q

Q

Hn(C|L1|+ C|L2|)

i∗
��

Hn(|K|),whi
h shows that i∗ : Hn(C|L1|+ C|L2|) → Hn(|K|) is an isomorphism.b) Sin
e (Sn;B+, B−) is homeomorphi
 to (|K|; |L1|, |L2|) for a ∆-
omplex
|K|, whi
h 
onsists of two n-simpli
es U and V glued by their boundary, whe-re U generates L1 and V generates L2, the �rst 
laim follows from a).Sin
e B+ ∩ B− = Sn−1, the exa
t Mayer-Vietoris sequen
e of the triad
(Sn;B+, B−) looks like

. . . // Hn(B+)⊕Hn(B−) // Hn(S
n)

∂
// Hn−1(S

n−1) // Hn−1(B+)⊕Hn−1(B−) // . . . .If n > 1, then Hn(B+) = Hn(B−) = Hn−1(B+) = Hn−1(B−) = 0,sin
e both B+ and B− are 
ontra
tible. Hen
e from exa
tness it follows that
∂ : Hn(S

n) → Hn−1(S
n−1) is an isomorphism.
) Let

U+ = Sn \ {−en+1}

U− = Sn \ {en+1}.Then {U+, U−} is an open 
overing of Sn, in parti
ular (Sn, B+, B−) is a pro-per triad. Moreover in
lusions i : Sn−1 →֒ U−∩U+ = S, i : B+ : U+, i : B− : U−are all homotopy equivalen
es, hen
e indu
e isomorphisms in homology.Consider the 
ommutative diagram
Hn(S

n−1) //

i∗∼=
��

Hn(B+)⊕Hn(B−) //

i∗⊕i∗∼=
��

Hn(C(B+) + C(B−)) //

i∗
��

Hn−1(S
n−1) //

i∗∼=
��

Hn−1(B+)⊕

k∗
��

Hn(S) // Hn(U+)⊕Hn(U−) // Hn(C(U+) + C(U−)) // Hn−1(S
n−1) // Hn−1(U+)⊕whi
h is indu
ed by the standard looking diagram

0 // Cn(S
n−1) //

��

Cn(B+)⊕ Cn(B−)

��

// Cn(B+) + Cn(B+) //

k
��

0

0 // Cn(S) // Cn(U+)⊕ Cn(U−) // Cn(U+) + Cn(U−) // 0.By the Five-Lemma we see that i∗ : Hn(C(B+) + C(B−)) → Hn(C(U+) +
C(U−)) is an isomorphism for all n ∈ N. On the other hand j−∗ : Hn(C(U+)+
C(U−)) → Hn(S

n) is an isomorphism for all n ∈ N. Hen
e their 
omposition,whi
h is mapping Hn(C(B+) + C(B−)) → Hn(S
n) indu
ed by in
lusion of
hain 
omplexes, is an isomorphism.



8Bonus points for the exer
ises: 25% - 1 point, 40% - 2 points, 50% - 3 points,60% - 4 points, 75% - 5 points.


