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Exercise 1 (chapter 3.4): Let the random variable X follow a Normal distribution with mean p
and variance o2. The density gx () of the truncated Normal distribution with support on the interval
I=(a,b)and a <bis
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Derive the inverse transformation method to simulate from the truncated Normal distribution.

Exercise 2 (chapter 3.5): Let p*(0|y) be an unnormalized posterior density of a parameter © and
g(0) the density of the proposal distribution in the accept-reject method. The conditional acceptance
probability of a proposed value 6’ is
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where M > 0 is a known majorizing constant such that p*(8 |y) < Mg(8) for all 8. Derive the uncondi-

tional acceptance probability. For univariate distributions, this happens to be equal to

Area under p*(9|y)
Area under Mg(0) °

Exercise 3 (chapter 3.5): Let fx(z) be the density of a random variable X with support on the
interval I = [a,b]. Consider the special version of the accept-reject method:
1. Generate independently u; and uy from standard Uniform distributions.
2. Accept 2’ = a+ (b — a)u; as a sample from the distribution of X if
Mus < fx(a+[b—a]ur),

where M = Zax, fx(z).

Derive the unconditional acceptance probability and demonstrate why z’ is a sample from the distribution

of X with cumulative distribution function

Fx(I) = /x fx(t)dt.

Exercise 4 (chapter 3.5): Let the random variable X and Y be independent and follow Uniform
distributions on the interval I = (—0.5,0.5). The density of the random variable W = X + Y is known

as the triangular density

fww)=1-|w|, |w|<1.

with support on the interval I = (—1,1). Use the special accept-reject method to simulate from the
distribution of W.



Exercise 5 (chapter 3.5):

1. Let the random variable X follow a standard Normal distribution. The density of the standard

Normal distribution is
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Determine the value of the majorizing constant M in the accept-reject method using a standard
Cauchy distribution as the proposal distribution. The density of the standard Cauchy distribution
is

1
Ix(z) = m

2. Demonstrate that it is not possible to simulate from the standard Cauchy distribution using the

accept-reject method with a standard Normal proposal distribution.

Exercise 6 (chapter 3.5):

1. Suppose that it is possible to compute the maximum likelihood estimate Gy of a parameter ©,
that is,

frire C {argmaxp(y | 9)} .
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Show that the prior of © can be used as the proposal distribution in the accept-reject method to

simulate from the posterior with unnormalized density

p*(01y) =py|0)p(0).

Derive the acceptance condition of the accept-reject method.

2. Suppose that the likelihood p(y | #) can be normalized to yield a so-called normalized likelihood. Let
the prior density p(8) be bounded and assume that direct simulation from the normalized likelihood
is feasible. Show that the normalized likelihood of ©® can be used as the proposal distribution in
the accept-reject method to simulate from the posterior. Derive again the acceptance condition of

the accept-reject method.



