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Glossary

Antimutator allele: a mutant copy of any gene that confers a

reduction (of arbitrary size) in the mutation rate.

Equilibrium level of heterozygosity (ps): approximately 4Neu in

diploid species and 2Neu in haploids under neutrality. This result

is simply obtained for diploids by noting that the mutational rate of

origin of new heterozygosity at a homozygous site is 2u, whereas the

fractional loss of existing heterozygosity by drift is 1/(2Ne), with the

equilibrium being given by the ratio of these rates.

Fitness: the relative reproductive capacity of an individual (also

accounting for viability to maturity), scaled to fall between values

of 0 and 1.

G: genome size in number of nucleotides per haploid genome.

Mutator allele: denotes a mutant copy of any gene that confers an

increase in the mutation rate.

Ne: genetic effective population size which measures the size of the

population with respect to the stochastic behavior of allele frequen-

cies relative to the situation for an ideal random-mating population.

Technical details are reviewed by Lynch [23] and Charlesworth [56].

A central point is that Ne is generally much smaller than the actual

size of a population, as a consequence of variation in family size,

non-random mating, sex-ratio bias, and many other aspects of

population structure. At small population sizes, Ne might increase

in parallel with the actual population size, but at very large popu-

lation sizes Ne becomes largely limited by the structure of chromo-

somes, because simultaneously segregating mutations at linked loci

interfere with each other, thereby reducing the efficiency of selection

relative to the situation for independent loci. The latter factor might

result in Ne eventually asymptoting at an upper limit, regardless of

the actual population size.

Random genetic drift: stochastic fluctuations in allele frequencies

resulting from the sampling of a finite number of gametes in the

establishment of each generation. For haploid and diploid species,

the variance in allele frequency resulting from drift is proportional to

1/Ne and 1/(2Ne), respectively.

sd: proportional reduction in fitness resulting from a heterozygous

mutation.

sr: proportional reduction in fitness resulting from the cost of repli-

cation associated with an antimutator allele.

Selection–mutation balance: refers to the equilibrium frequencies of

deleterious alleles that are reached when the input of new variants

by mutation is balanced by the removal by natural selection.

Silent site: a position in a protein-coding gene where nucleotide

substitution has no influence on the protein sequence, owing to the

redundancy in the genetic code.

Somatic mutation: a mutation arising in a non-germline cell in a

multicellular species, which can influence individual fitness, but is

not inherited by offspring.

u: mutation rate per nucleotide site per generation.

U or uG: genome-wide mutation rate per generation.

DU: the positive or negative change in the genome-wide mutation
Understanding the mechanisms of evolution requires
information on the rate of appearance of new mutations
and their effects at the molecular and phenotypic levels.
Although procuring such data has been technically chal-
lenging, high-throughput genome sequencing is rapidly
expanding knowledge in this area. With information on
spontaneous mutations now available in a variety of
organisms, general patterns have emerged for the scal-
ing of mutation rate with genome size and for the likely
mechanisms that drive this pattern. Support is pre-
sented for the hypothesis that natural selection pushes
mutation rates down to a lower limit set by the power of
random genetic drift rather than by intrinsic physiologi-
cal limitations, and that this has resulted in reduced
levels of replication, transcription, and translation fide-
lity in eukaryotes relative to prokaryotes.

The challenge of estimating mutation rates
Because mutation is the ultimate source of all variation,
both adaptive and deleterious, a mechanistic understand-
ing of the evolutionary process will be incomplete until a
detailed account has been made of the rate of origin,
molecular nature, and phenotypic consequences of spon-
taneous alterations for a diversity of organisms. Owing to
the extreme rarity of mutational events and their frequent
elimination by selection in natural environments, most
prior insights into the molecular aspects of mutation have
been derived from a few reporter constructs in a handful of
model species [1]. This situation is now rapidly changing
because the application of high-throughput genome
sequencing to mutation accumulation experiments now
allows the identification of de novo mutations in an essen-
tially unbiased manner.

At least two broad generalizations now seem possible.
First, there is a dramatic reversal in the directional
relationship between the mutation rate and genome size
from viruses to cellular microbes to multicellular species,
with prokaryotes having higher levels of fidelity than
eukaryotes at the levels of replication, transcription, and
translation. Second, in multicellular species, somatic
mutation rates are notably higher than germline rates,
whereas on a cell division basis the latter are not much
different than rates observed in unicellular species. With
these observations in hand, we are now in a better position
to understand the causes and consequences of mutation
rate evolution in various phylogenetic lineages.

Phylogenetic scaling of the mutation rate
In one of the first attempts to understand the patterning of
mutation rates across various organisms, Drake concluded
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that themutation rate/nucleotide site/generation (u) scales
inversely with genome size (G) in DNA-based microbes [2],
and this further implies that the mutation rate/genome/
generation (uG) is essentially constant across all microbial
life. Because this early analysis was based on just seven
rate caused, respectively, by a mutator or antimutator allele.
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Figure 1. Scaling of base substitution rate per nucleotide site per generation with genome size. Each data point represents the average estimate for a separate taxon,

although the results for most microbes are based on just one or a few reporter constructs (and hence have high sampling error), whereas those for most multicellular taxa

are based on very large data sets (in several cases, whole genome sequences). (a) For non-eukaryotes, two separate regressions are provided, one for RNA viruses alone,

and one for the pooled data from dsDNA viruses, eubacteria, and archaea. The respective regressions of the log10 plotted mutation rates are -0.17 - 1.83log10(G) and 0.24 -

1.12log10(G), with G denoting the genome size in megabases, and r2 = 0.78 and 0.72, respectively. (b) The regression for cellular organisms is �0.81 + 0.68log10(G), with

r2 = 0.80. Here the results for various eubacteria (excluding Buchnera, which has an unusually small genome) are averaged into a single point. The pattern is quite similar if

prokaryotes are excluded (slope = 0.59 and r2 = 0.83).
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taxa, four of whichwere bacteriophages, therewas room for
skepticism over the initial findings, but additional
mutation rate assays performed in recent years have
allowed for a substantial extension of this previous
analysis. Althoughmostmicrobial mutation rate estimates
still rely on single reporter constructs, the approaches
advocated by Drake [2] can be used to translate per locus
rates to a per nucleotide site scale (see the supplementary
material online). The focus here will be on base substi-
tution mutations alone because considerably less work has
been done on insertions and deletions.

For double-stranded DNA (dsDNA) viruses and prokar-
yotes, strong support for Drake’s conjecture remains
(Figure 1a), with the mutation rate/site/generation scaling
with the �1.1 power of total genome size, although an
obvious remaining concern is that the pattern is largely
dependent on the inclusion of bacteriophage genomes.
Mutation rates for RNA viruses are greater than those
for dsDNA genomes of comparable size, but the negative
scaling is retained (although this is entirely dependent on a
single data point). For the prokaryotic genomes for which
data are available, the sampling error of the mutation rate
is so large and the range in variation for genome size is so
small that only a weak scaling of uwithG can be discerned.
To more clearly resolve this matter, whole genome
mutation accumulation assays, such as those now avail-
able for several eukaryotes [3–6], are desirable for a range
of prokaryotes, particularly those with extreme genome
sizes.

In striking contrast to the preceding pattern, when
attention is confined to cellular species, mutation
rates scale positively with genome size, with vertebrates
having nearly 100 � higher per generation rates than
prokaryotes, and with the rates for unicellular eukaryotes,
346
invertebrates, and land plants being intermediate
(Figure 1b). Most of the eukaryotic estimates are based
on surveys of substantial genomic regions (including com-
plete genome sequences in four cases). This greatly reduces
the sampling variance associated with locus-specific
peculiarities, and a statistical scaling of u with the �2/
3rds power of genome size has very strong statistical
support (Figure 1b). Note that on a per generation basis,
the average mammalian mutation rate is nearly equal to
that per replication in dsDNA viruses.

Random genetic drift as the lower limit to DNA repair
fidelity
Drake suggested that the constant rate of total genomic
mutation in microbes ‘is likely to be determined by deep
general forces, perhaps by a balance between the usually
deleterious effects of mutation and the physiological costs
of further reducing mutation rates’ [2]. The implicit
assumption here is that organisms under strong selection
for rapid replication cannot maximize the fidelity of DNA
replacement without limiting the rate of DNA synthesis
necessary for daughter cell production. This general idea
has been promoted broadly [7–14] and, although it has not
been the subject of empirical investigation, it is known that
microbial systems can be improved [15,16].

If the cost-of-repair hypothesis is correct, then we would
infer a higher cost of replication in multicellular species
(where mutation rates are high) than in prokaryotes.
However, the time necessary for the replication of large
eukaryotic genomes is compensated by the population of
chromosomes with multiple origins of replication (in con-
trast to the single origin in most bacterial chromosomes).
Moreover, as will be discussed below, the burden of somatic
mutations imposes a downward selective pressure on



Opinion Trends in Genetics Vol.26 No.8
mutation rates in multicellular species which is not shared
by unicellular species. Thus, an alternative explanation
must be sought for the elevated rates of mutation in
eukaryotes.

One possibility is that the lower bound on the mutation
rate is not set by physiological or biochemical limitations,
but by the intrinsic inability of selection to push the rate
any lower. The power of random genetic drift (1/2Ne for
diploid organisms, where Ne is the genetic effective popu-
lation size) ultimately constrains what natural selection
can accomplish with any trait, and once the mutation rate
is pushed to such a low level that any further incremental
improvement conveys a fitness advantage smaller than the
power of drift, selection will be incapable of reducing the
rate any further. Therefore, a key to understanding
mutation rate evolution is determining the degree to which
evolved mutation rates approach the barriers imposed by
drift.

By producing a correlated genetic load through the
recurrent influx of deleterious mutations at linked and
unlinked sites, even the weakest mutator allele suffers
an indirect selective disadvantage associated with the
excess mutational burden contained within the genomes
of carrier individuals [7,8,10,17]. This disadvantage can be
quite small, however, having a maximum value equal to
twice the product of the average deleterious effect of a
heterozygous mutation (sd) and the diploid genome-wide
increase in the deleterious mutation rate (DU, where U is
in the range of 0.01 to 1.0 per generation for multicellular
eukaryotes [14,18] and perhaps an order of magnitude
lower in yeast [19,20]). The factor of two arises because
most induced mutations arise on chromosomes unlinked to
the mutator, retaining an association with the latter for an
average of just two generations.

Two factors will reduce the selective advantage of an
antimutator allele below 2 sdDU, where DU is now the
genome-wide reduction in the deleterious mutation rate.

[(Figure_2)TD$FIG]

Figure 2. Scaling of the base substitution mutation rate per generation (u) and the effect

of the log–log regression for the nuclear genome of major phylogenetic groupings is

r2 = 0.84, although if the estimated Ne for prokaryotes is assumed to be 10 times too low

regression for the mitochondrial genome of mammalian lineages is �0.60 (0.15), with

substitution rates in Piganeau and Eyre-Walker [25].
First, the full long-term advantage of an antimutator is not
realized until it has reached selection–mutation balance
with respect to its reduced mutation load [21], making it
more difficult for selection initially to promote such an
allele towards fixation. Second, if there is any ‘cost of
replication’ associated with the antimutator (sr), the maxi-
mum selective advantage becomes 2 sdDU � sr. Thus,
because allelic variants with selection coefficients much
smaller than the power of random genetic drift evolve in an
effectively neutral manner [22], an antimutator allele will
be insensitive to selection unless the change in the genome-
wide deleterious mutation rate is considerably greater
than [1/(2Ne) + sr]/(2 sd). Assuming that sd and sr are inde-
pendent of Ne, this suggests that the mutation rate should
scale negatively with Ne up to the point where U is so low
that further incremental reductions cannot overcome the
drift barrier.

Are eukaryotic mutation rates driven to such low levels?
Although a definitive answer cannot yet be given, it is
known thatNe is typically in the range of 105 to 106 for the
nuclear genomes of multicellular species [23], and that the
average value of sd generally ranges from 10�3 to 10�2 [18].
This implies that a selectable antimutator must reduce the
deleterious genome-wide mutation rate in a multicellular
lineage by an amount much greater than 10�4 to 10�2.
Because these values are �1% of the genome-wide deleter-
ious mutation rates known for multicellular species, it
follows that an antimutator allele would have to reduce
U by much more than 1%, perhaps an order of magnitude
more, to be promoted by selection. Although not imposs-
ible, given that DNA replication and repair are functions of
dozens of loci, mutations at such loci that alter single
amino acids might have such large effects only rarely.
Thus, the drift hypothesis appears to be quantitatively
plausible.

The drift hypothesis derives further support from the
distribution of average Ne among phylogenetic lineages
ive number of genes per locus (2Ne for diploids, and Ne for haploids). (a) The slope

�0.60 (0.16), where the number in parentheses denotes the standard error, with

[23], the slope is modified to �0.52 (0.02) with r2 = 0.99. (b) The slope of the log–log

r2 = 0.84. Data are average estimates from analyses assuming fixed and variable
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[23,24]. Under the assumption that nucleotide diversity at
silent sites in natural populations is effectively neutral
(due to the lack of impact at the amino acid level), the
equilibrium level of heterozygosity (ps) at such sites is
�4Neu in diploid species (and 2Neu in haploids), where
u is the mutation rate per site. Using previously summar-
ized data on ps frommajor phylogenetic groupings [24], and
factoring out the average mutation rates provided in
Figure 1, the average Ne in these groups can be approxi-
mated. One then finds a significant negative correlation
between u and Ne in accordance with the drift hypothesis
(Figure 2a).

A similar pattern is found for mammalian mitochon-
drial genomes using data from Piganeau and Eyre-Walker
[25]. Here, Ne is the effective number of females because
the mammalian mitochondrion is maternally inherited.
The mutation rate was inferred indirectly from phyloge-
netic estimates of divergence at silent sites (assumed to be
neutral), estimated times of divergence from the fossil
record, and estimated mean generation times. Despite
the greater degree of uncertainty in these data, the log–

log regression of lineage-specific estimates of u onNe has a
slope identical to that for the nuclear data described above
(Figure 2b).

Because the indirect estimates of Ne in both of these
analyses are associated with a considerable (but unknown)
degree of sampling error, the true scaling of u andNemight
Table 1. Mutation rates per nucleotide site (� 10S9) in different tis

Species Tissue C

p

Homo sapiens Germline 2

Retina

Intestinal epithelium 6

Fibroblast (culture)

Lymphocytes (culture)

Mus musculus Male germline

Brain

Colon

Epidermis

Intestine

Liver

Lung

Spleen

Rattus norvegicus Colon

Kidney

Liver

Lung

Mammary gland

Prostate

Spleen

Drosophila melanogaster Germline

Whole body

Caenorhabditis elegans Germline

Arabidopsis thaliana Germline

Saccharomyces cerevisiae

Escherichia coli
aReferences to data on numbers of germline cell divisions: human [Crow 2000]; D. melano

are unknown for the mouse and rat rates.
bMammalian tissue-specific rates are given only for tissues in which at least two independ

Lynch [36]. Data for somatic mutation rates in mouse and rat are derived from references

mutation rates are: D. melanogaster [5], C. elegans [4], A. thaliana [Ossowski et al., 200
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be more extreme than the observed �0.6 power. Never-
theless, that two analyses based on different phylogenetic
groups, types of data analysis, and genomic compartments
yield essentially the same result provides strong support
for the hypothesis that declines in Ne compromise the
ability of selection to maintain high-fidelity replication
and/or repair mechanisms. Still further support derives
from a body of studies suggesting that several aspects of
replication fidelity in eukaryotes are compromised relative
to the situation in prokaryotes [17], although some aspects
of DNA repair seem to be enhanced in mammals relative to
microbes [26].

These observations help to explain a long-standing
conundrum in evolutionary genetics – the near indepen-
dence of nuclear molecular heterozygosity levels across
phylogenetic groups with presumably large disparities in
Ne. Lewontin [27] dubbed this pattern ‘the paradox of
variation,’ although Nei [28] later pointed out a weak
positive correlation between levels of variation and Ne.
We now see that the relative phylogenetic stability of ps

across broad domains of life is not a reflection of relatively
constant Ne, but of an inverse relationship between u and
Ne. This inverse relationship appears also to be responsible
for the relative invariance of ps in the mitochondrial gen-
omes of diverse animals [29–31]

The preceding arguments also provide a plausible expla-
nation for the opposite scaling pattern of the mutation rate
suesa

ell divisions

er generationa

Mutation ratesb

Per generation Per cell division

16 12.85 0.06

55 54.45 0.99

00 162.00 0.27

1.34

1.47

39 38.00 0.97

76.94

83.35

90.38

117.69

237.88

166.83

130.00

178.38

167.45

179.92

223.22

57.70

448.90

101.62

36 4.65 0.13

380.92

9 5.60 0.62

40 6.50 0.16

1 0.33 0.33

1 0.26 0.26

gaster and mouse [57]; C. elegans [58]; and A. thaliana [59]. Numbers of cell divisions

ent estimates have been acquired. All data on human mutation rates are taken from

contained within the supplementary material online. References to data on germline

9], S. cerevisiae [3], and E. coli [24].
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with genome size in viruses and prokaryotes. The case has
beenmade that an upper-bound toNe, in the neighborhood
of 109 to 1011, might exist in cellular species, dictated by
the physical (linked) nature of the genome [23]. Assuming
this upper bound is approximated in non-eukaryotic
microbes, and the genome-wide deleterious mutation rate
is driven to the lower limit compatible with the associated
magnitude of drift, then because selection operates on the
genome-wide deleterious mutation rate, any reduction in
genome size would increase the lower limit of the achiev-
able per-site mutation rate by reducing the number of
mutational targets, yielding the inverse scaling suggested
by Drake. Such a response is quite notable in the endo-
symbiotic bacteriumBuchnera aphidicola [32], which has a
highly reduced genome size and the highest known
mutation rate for a prokaryote (left-most eubacterial data
point in Figure 1).

It also follows that if the average effect of a deleterious
mutation (sd) were to increase, the lower limit to the
achievable mutation rate would decrease. Drawing from
observations that mutations that are benign at low tem-
peratures often have elevated deleterious effects at high
temperatures, Drake has argued that an elevation in sd has
promoted the evolution of reduced base-substitution
mutation rates in thermophilic bacteria [33].

Finally, it should be noted that, despite the similar
scaling of the per-site mutation rate with Ne in both
nuclear and mitochondrial genomes, the absolute values
of u are much greater for mitochondria (Figure 2). Such a
pattern is also in agreement with the expectations of the
drift hypothesis, because the number of mutational targets
in the animal mitochondrion (e.g. just 13 protein-coding
genes) is far below the number in nuclear genomes. Thus,
although it is often argued that elevated mitochondrial
mutation rates in metazoans are an inevitable con-
sequence of a highly oxidative mitochondrial environment,
the drift hypothesis provides an explanation based purely
on the efficiency of selection. Nonetheless, a remaining
puzzle with respect to organelle mutation rates concerns
the apparent �ten-fold reduction in land plant organelles
relative to nuclear rates [23]. Plant organelle genomes can
be up to ten-fold larger than animal mitochondrial gen-
omes, but they are still vastly smaller than nuclear gen-
omes, and the effective population sizes of such organelles
do not appear to be unusually large [23]. Thus, to be
consistent with the drift hypothesis, the average deleter-
ious effects of organelle mutations in land plants must be
unusually large, some aspects of the repair machinery
must be driven by nuclear functions, and/or there must
bemechanisms for reducing plant organellemutation rates
inmuch smaller increments than in nuclear environments.

Somatic mutation
Along with the burden of deleterious germline mutations,
multicellular species experience transient somatic
mutations, and these can influence the reproductive output
of parental genomes via the development of cancer, senes-
cence, and a large number of other disorders. Although
almost no theory exists on the consequences of somatic
mutations for the evolution of the mutation rate, because
the same basic repair pathway machinery appears to be
deployed in all cells, there must be a direct connection
between selection to reduce the somatic mutation rate and
the evolution of the germline mutation rate, and vice versa
[17].

To evaluate the evolutionary consequences of somatic
mutations, it is first instructive to put things on an equal
footing by standardizing the germline mutation rates of
multicellular lineages to a per cell division basis. Such a
comparison shows that although selection has been incap-
able of maintaining per generation germline mutation
rates for base substitutions at the levels observed in
microbes, the per cell division rates have been kept low,
and have perhaps even been suppressed in human
(Table 1). However, this degree of conservation seems
not to apply to all forms of mutation because germline
mutations at microsatellite loci arise five times more fre-
quently per cell division in Caenorhabditis elegans than in
yeast or slime mold, with mammalian and land plant rates
being �14� those in C. elegans [34,35].

Although themaintenance of somatic integrity is crucial
to germline transmission, metazoan somatic mutation
rates are consistently greater than germline rates. In
humans the average mutation rate for four somatic cell
types, 1.02 � 10�9/site/cell division (SE = 0.27 � 10�9), is
17 � higher than the germline rate and 3.5 � higher than
the average for yeast and Escherichia coli [36]. Assays of a
wide range of tissue types in mouse and rat lines engin-
eered to carry reporter constructs show that somatic cells
accumulate two- to six-fold more mutations than do cells in
the testes at the age of maturity, and considerably more
later in life (Table 1). On an absolute time scale, somatic
mutation rates are also higher than germline rates in the
medaka fish [37], and in Drosophila melanogaster per
generation somatic rates average�80 � those in the germ-
line [38,39]. Thus, without the advantages of germline
protection, the precise nature of which remains to be
determined, the heritable per generation mutation rates
for animal species would be several-fold higher.

The enormity of the somatic mutation problem can be
roughly estimated in humans, where the per generation
rate of mutation for intestinal epithelium is �13 � that in
the germline, and by extrapolation, that in fibroblasts and
lymphocytes is likely to be �5 � higher again (Table 1).
Thus, with a human germline mutation rate of �10�8 base
substitutions/site/generation, a site in a somatic nucleus
will be mutated with a probability of 10�7 to 10�6 by the
average age of reproduction, with the burden being higher
in older individuals. With a diploid genome size of 6 � 109

sites and �1013 cells per soma, the body of a middle-aged
humanmight then contain>1016 mutations (not including
insertions, deletions, or other larger scalemutations). Only
about 1% of the human genome consists of coding DNA, so
a substantial fraction of somatic mutations will be incon-
sequential, but even if just 1% of coding mutations had
significant fitness effects, the total body burden of
mutations would be in the order of 1012. Diploidy might
mask the effects of many deleterious mutations, but most
mutations with small effects act in a nearly additive
fashion [18] and, although processes such as apoptosis
might remove some cells with major mutational defects,
it is unlikely that cells with incremental levels of incapa-
349
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Figure 3. Tissue-specific frequencies of mutations as a function of age in mouse

lines carrying Lac reporter constructs. Results are averaged over multiple studies

(see the supplementary material online).
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citation could be selectively eliminated. The net result is a
progressive lifetime accumulation of somatic mutations, as
clearly revealed in the mouse where the germline DNA
remains relatively stable within an environment of degrad-
ing somatic cell genomes (Figure 3).

Without details on the absolute fitness effects of somatic
mutations, only qualitative statements can be made on
their consequences for the evolution of the germline
mutation rate [17]. One central question is the degree to
which the efficiency of selection operating on the mutation
rate via the consequences of somatic mutations changes
with the level of multicellularity. At low levels of organis-
mal complexity, the reduction in individual fitness associ-
ated with somatic mutations can be described roughly as
the product of four factors, 2usTnss, where 2us is the diploid
somatic mutation rate per nucleotide site per generation,T
is the number of sites influencing fitness, n is the number of
cells influencing fitness, and ss is the reduction in fitness
per somatic mutation (a more explicit form of this expres-
sion would not treat all cells equally, but sum over inde-
pendent tissues [17]).

Although T and n must increase with increasing levels
of multicellularity, ss might decrease, depending on
aspects of cellular surveillance and the buffering effects
of multicellularity on individual mutant cells. By contrast,
as noted in Figure 2, increasedmulticellularity is generally
350
associated with a reduction in Ne, and this in turn reduces
the efficiency of selection. Thus, a key to understanding the
degree to which the burden of somatic mutations impacts
selection on the mutation rate itself is analogous to the
situation noted above for germline mutations. If the
increase in 1/(2Ne) with increasingmulticellularity exceeds
the increase in 2usTnss, the ability of selection to reduce
the somatic mutation rate (and probably the correlated
effect on the germline rate) will become progressively
compromised.

Moreover, a scenario can be envisaged whereby a
critical level of multicellularity is eventually reached,
beyond which the ability of selection to reduce the somatic
mutation rate begins to decline [17]. Such behavior is
expected because the strength of selection depends on
relative rather than absolute fitness effects. Although
the absolute negative consequences of somatic mutations
might continue to increase indefinitely with increasing
multicellularity, once a level has been reached at which
the fraction of affected individuals approaches saturation,
the relative selective disadvantage of a further increase in
themutation ratemust begin to decline. It is unclear where
organisms with various levels of multicellularity reside on
this continuum. However, it is clear that if the somatic
mutation load plays a role in the evolution of the germline
mutation rate, it has generally been incapable of keeping
the somatic rate at levels observed in unicellular species.

Transcription and translation fidelity
Although somatic nuclear mutations permanently influ-
ence a host cell and all of its descendants, two more
transient forms of mutations are also of relevance – errors
in transcription and translation. The average error rate
estimate for the RNA polymerase of E. coli is 1 � 10�5 per
base incorporated [40–42], whereas that forSaccharomyces
cerevisiaeRNA polymerase II (Pol II; involved in transcrip-
tion of coding mRNAs) is in the range of 2 � 10�6 to
3 � 10�4 [43,44], and the single estimate for Pol II of a
multicellular species is 1 � 10�3 inwheat [45]. These rough
estimates are based on a variety of methodologies and have
a restricted phylogenetic range. Nevertheless, they
indicate that transcription error rates per nucleotide trans-
action are orders of magnitude higher than the replication
error rates noted above. They also suggest that transcrip-
tional fidelity is reduced in eukaryotes, perhaps substan-
tially so in multicellular lineages.

A similar pattern is observed for translation, with the
overall level of fidelity appearing to be even lower than for
transcription. Although there can be considerable vari-
ation among codon types, the average translation error
rate per codon in E. coli is 6 � 10�4 [46–48], whereas the
average rates for yeast, rabbit reticulocytes, and mouse
liver cells are, respectively, 2 � 10�3 [49,50], 3 � 10�4 [51],
and 1 � 10�3 [52]. Taken together, with an average protein
length of�300 amino acid residues [23], these observations
suggest that, without removal by post-translational sur-
veillance, >20% of individual proteins will contain at least
one inappropriate amino acid [53].

Like DNA polymerases, RNA polymerases have a proof-
reading capacity [54], and there is no obvious reason why
they (or the translationalmachinery) should be intrinsically
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constrained from operating at the level of efficiency of DNA
polymerases. However, because individual loci generally
produce multiple transcripts, and mRNAs and individual
proteins have transient residence times within cells, tran-
scriptionaland translational errorsareexpected tohave less
severe effects on cell integrity than genome-level errors.
Thus, the strength of selection operating on the transcrip-
tional and translational machinery is likely to be less strin-
gent and, consistent with the drift hypothesis, this might
explain the greatly elevated error rates for these processes.

Concluding remarks
Germline mutation rate data provide a crucial basis for
interpreting patterns of molecular diversity within species
and divergence among species. Indeed, inferences regard-
ing selection have been historically derived by assuming
certain classes of sites (e.g. synonymous coding-region
positions) to be effectively neutral and hence to evolve at
the mutation rate, thereby providing clear predictions of
evolutionary patterns expected in the absence of selection
[22]. However, the direct estimates of mutation rates and
molecular spectra obtained in the studies reviewed herein
are often substantially different from those derived by
indirect inference from natural populations, at least in
part because selection is more pervasive than formerly
believed (e.g. Ref. [55]). Thus, to be fully reliable, future
molecular investigations with a goal of interpreting evol-
utionary mechanisms should take advantage of direct
estimates of mutation rates. One might argue that labora-
tory estimates are subject to their own peculiar biases, but
the consistent patterns noted above suggest that we are
close to developing a general understanding of the rates at
which base substitutions arise in various phylogenetic
lineages.

Although there are strong scaling patterns between the
mutation rate per generation and genome size, this pattern
is not a function of direct causality – in other words large
eukaryotic genomes do not intrinsically engender low fide-
lity of DNA replication. Instead, because there is a general
insertional bias in most eukaryotic genomes, as effective
population sizes decline and the efficiency of selection
against excess DNA is relaxed, genome size increases in
a passive fashion [23], along with the mutation rate. By
contrast, effective population sizes in viruses and prokar-
yotesmight often be so close to theirmaxima that the lower
limit to the evolvable genome-wide mutation rate has been
reached. Once this point has been reached, any events that
lead to a further reduction in genome size (e.g. loss of non-
essential genes in endosymbionts and parasites) will
generally increase the minimum evolvable per site
mutation rate, because the product of the latter and the
genome-wide number of selected sites is equal to the
genome-wide deleterious rate. However, why the total
genomic mutation rate for microbes converges on �0.003
per cell division [2] is a mystery that remains to be solved.

An additional unsolved problem concerns the long-term
stability of the mutation rate in low-Ne lineages. Just as
random genetic drift can inhibit the fixation of an anti-
mutator with an insufficiently large effect on the genomic
mutation rate, it can encourage the fixation of sufficiently
mild mutator alleles. What then prevents the gradual
accumulation of very mildly deleterious mutations at
DNA repair loci and a slow but progressive increase in
the mutation rate in multicellular lineages? Given the
preceding arguments, it might be premature to assume
that the mutation rate in such lineages has actually
attained equilibrium.Acknowledgements
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Appendix A. Supplementary data

Supplementary data associated with this article can be
found, in the online version, at doi:10.1016/j.tig.2010.
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