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HY Stochastic analysys, home-exam, fall
2011

December 14, 2011

Give detailed solutions of exercises:
1.b, 6 , 7, 9, 13, 14, 16, 20, 21, 22, 29

1. (a) Show that

(t, x) 7→ p(t;x, y) :=
1√
2πt

e−(x−y)
2/2t

solves the partial differential equation

∂p

∂t
=

1

2

∂2p

∂x2
.

(b) Show that

(t, x) 7→ p(µ)(t;x, y) :=
1√
2πt

e−(x−y−µt)
2/2t

solves

∂p

∂t
=

1

2

∂2p

∂x2
+ µ

∂p

∂x
.

For which equation the function

(t, y) 7→ p(µ)(t;x, y)

is a solution?

2. Show that for every x > 0

x

1 + x2
e−x

2/2 ≤
∫ ∞
x

e−u
2/2du ≤ 1

x
e−x

2/2.

3. Show that the transition density of BM on (−∞, a] reflected at a has the
same form as the transition density of BM on [a,+∞) reflected at a; that
is for x, y ≤ a

p(t;x, y) =
1√
2πt

(
e−(x−y)

2/2t + e−(x+y−2a)
2/2t
)
.
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4. (a) Prove using independence of the increments that the finite dimen-
sional distributions of B are given for 0 < t1 < t2 < · · · < tn by

P0(Bt1 ∈ A1, Bt2 ∈ A2, . . . , Btn ∈ An)

=

∫
A1

dx1p(t1; 0, x1)

∫
A2

dx2p(t2 − t1;x1, x2) · . . . ·
∫
An

dxnp(tn − tn−1;xn−1, xn)

(b) Prove that for t1 < t2 < · · · < tn < t

P0(Bt ∈ A | σ{Bt1 , . . . , Btn}) =

∫
A

p(t− tn;Btn , y)dy.

5. (a) Let for a fixed t

Gt0 := sup{s < t : Bs = 0}.

Show that for u < t

P0(Gt0 ∈ du) =
du

π
√
u(t− u)

or, equivalently,

P0(Gt0 < u) =
2

π
arcsin

√
u

t
, u < t.

(b) Let

Dt
0 := inf{s > t : Bs = 0}.

Show that for u ≤ t ≤ v

P0(Gt0 < u,Dt
0 > v) =

2

π
arcsin

√
u

v

6. Consider for a given t > 0 the function

Ct :=

∫ t

0

Bsds.

(a) Explain why Ct is normally distributed.

(b) Show that ECt = 0 and EC2
t = t3/3 [Hint:

EC2
t = E

((∫ t
0
Bsds

)2)
= E

(∫ t
0
Budu

∫ t
0
Bvdv

)
=

∫ t

0

∫ t

0

E(BuBv)du dv. ]

7. Let B(i), i = 1, 2, . . . , n, be independent standard Brownian motions and
(x1, . . . , xn) ∈ Rn such that

∑n
i=1 x

2
i = 1 set

Zt :=

n∑
i=1

xiB
(i)
t .

Show that Z is a standard Brownian motion. Is the converse true?
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8. Let B be a BM started at 0. Show that the process {Xt := x+ l−t
l B

(
lt
l−t

)
:

0 ≤ t ≤ l}, where we define Xl = x, is a Brownian bridge of length l from
x to x.

9. Let Zt := eBt be the so called geometrical BM. Find the limits

lim
h↓0

E(Zt+h − Zt | Zt = y)

h

and

lim
h↓0

E((Zt+h − Zt)2 | Zt = y)

h
.

Determine also Ey(Zt) and Ey(Z2
t ).

10. Use optional stopping theorem to prove that for BM

Px(hit a before b) =
b− x
b− a

, a < x < b.

11. Show that for a > 0

Pa(Bs 6= 0 for 0 ≤ s ≤ t | Bt = a) = 1− e−2a
2/t.

12. Use absolute continuity to derive the distribution of the first passage time
for Brownian motion with drift. Compute also the Laplace transform of
the distribution.

13. Using Itô’s formula show that the following are martingales

(a) {B3
t − 3tBt : t ≥ 0}

(b) {B4
t − 6tB2

t + 3t2 : t ≥ 0}.

14. Let τ := inf{t : |Bt| > a}, a > 0. Show that

(a) E0τ = E0B
2
τ = a2

(b) 3E0τ
2 = E0(−B4

τ + 6τB2
τ ) = 5a4.

15. Let B(i), i = 1, . . . , n, be independent standard Brownian motions and set

St =

n∑
i=1

(
B

(i)
t

)2
.

Show that {St − nt : t ≥ 0} is a martingale and

< S >t=

∫ t

0

4Srdr.
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16. Let B(i), i = 1, . . . , n, and S be as above and set Rt =
√
St. Introduce

ϕ(x) =

{
ln |x|, n = 2
|x|2−n, n ≥ 3

Show that {ϕ(Rt) : t ≥ 0} is a local martingale.

17. (a) Let {Lyt : t ≥ 0, y ∈ R} be the local time of the standard Brownian
motion. Show that

Ex
(
LyHa∧Hb

)
= u(x, y), a ≤ x ≤ y ≤ b

where Ha := inf{s : Bs = a} and

u(x, y) =
(x− a)(b− y)

b− a
.

(b) For a ≤ y ≤ x ≤ b set u(x, y) = u(y, x), and prove that

Ex

(∫ Ta∧Tb

0

f(Bs)ds

)
= 2

∫ b

a

u(x, y)f(y)dy,

where f is a positive, bounded, and Borel-measurable function.

18. (a) Let St = sup{Bs : s ≤ t} and Lt be the local time of B at zero. Show
that for α > 0 the processes {(St−Bt+α−1) exp(−αSt) : t ≥ 0} and
{(|Bt|+ α−1) exp(−2αLt) : t ≥ 0} are local martingales.

(b) Let Ux := inf{t : St − Bt > x} and Tx := inf{t : |Bt| > x}. Prove
that both SUx

and 2LTx
are exponentially distributed with parameter

1/x.

19. Let c > 0.

(a) Show that

{(Bt, Lat ) : t ≥ 0, a ∈ R} ∼ {
(

1√
c
Bct ,

1√
c
La/
√
c

ct

)
: t ≥ 0, a ∈ R}

(b) Let τt := inf{s : Ls > t}. Show that

{τt : t ≥ 0} ∼ {1

c
τ√ct : t ≥ 0}.

(c) Let Ha := inf{s : Bs = a}. Show that

{LxHa
: x ∈ R, a ≥ 0} ∼ {1

c
LcxHca : x ∈ R, a ≥ 0}.

20. Show that the process

{Zt :=

∫ t

0

sgn(Bs)dBs, t ≥ 0}

is a standard Brownian motion.
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21. Let B be a standard linear BM. Show that {f(Bt) : t ≥ 0} is a local-
Ft-submartingale if and only if f is convex. (Recall that f is convex if
f(θx1 + (1− θ)x2) ≤ θf(x1) + (1− θ)f(x2), 0 ≤ θ ≤ 1.)

22. Let f be a locally bounded Borel function on R+ and B a standard BM.
Prove that the process

{Zt :=

∫ t

0

f(s)dBs : t ≥ 0}

is Gaussian and compute its covariance Γ(s, t). Prove that exp(Zt −
1
2Γ(t, t)) is a martingale.

23. Consider the SDE

dNt = rNtdt+ αNtdBt,

N0 = ξ

Then

Nt = ξe(r−
1
2α

2)t+αBt

is the unique strong solution. Show that if ξ and {Bt : t ≥ 0} are inde-
pendent then

ENt = ertEξ.

24. Solve the SDE

dXt =

(√
1 +X2

t +
1

2
Xt

)
dt+

√
1 +X2

t dBt.

Hint: Solve first the equation

dXt =
√

1 +X2
t dBt +

1

2
Xtdt

and try to use the fact that the first drift term and the diffusion term are
equal.

25. Solve the SDE

dXt =

[
2

1 + t
Xt − a(1 + t)2

]
dt+ a(1 + t)2dBt.

26. Show that

Xt = ξe−αt + σ

∫ t

0

e−α(t−s)dBs

is the unique strong solution of the equation

dXt = −αXtdt+ σdBs

X0 = ξ.
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Use Problem 21 to prove that

X ∼ e−αtB
(
e2αt − 1

2α

)
,

where it is assumed B0 = ξ. (Hint: Consider the process {eαtXt : t ≥ 0}.)

27. Consider for a given x ∈ R the linear stochastic differential equation

dXt = A(t)Xtdt+ σdBt

X0 = x.

Assume that A(t) ≤ −α < 0 for all t ≥ 0 and show that

EX2
t ≤

σ2

2α
+

(
x2 − σ2

2α

)
e−2αt.

(Hint: Use Itô’s formula to find an integral equation for s 7→ EX2
s . Use

then the assumption on A and iterate, in other words use Gronwall’s
lemma: Let t 7→ g(t) be a continuous function such that for all t > 0

0 ≤ g(t) ≤ α(t) + β

∫ t

0

g(s)ds

with β ≥ 0 and t 7→ α(t) integrable. Then

g(t) ≤ α(t) + β

∫ t

0

α(s)eβ(t−s)ds. )

28. Consider the system

dXt = Ytdt

dYt = −βXtdt− αYtdt+ σdBt

where α, β, σ are positive constants.

(a) Solve the system.
(b) Show that if (X0, Y0) has a Gaussian distribution then (Xt, Yt) is a

time homogeneous Gaussian process.
(c) Find the covariance function of this process.

29. (a) Prove that for t ∈ [0, 1) and x ∈ R the solution to the SDE

Xx
t = Bt +

∫ t

0

x−Xx
s

1− s
ds (†)

is given by

Xx
t = xt+Bt − (1− t)

∫ t

0

Bsds

(1− s)2
= xt+ (1− t)

∫ t

0

dBs
1− s

.
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(b) Prove that

lim
t↑1

Xx
t = x a.s.

and that, if we set Xx
1 = x, then Xx

t , t ∈ [0, 1], is a Brownian bridge,
that is {Xx

t : 0 ≤ t ≤ 1} is a Gaussian process such that EXx
t = xt,

and for x = 0, E(Xx
sX

x
t ) = s(1− t), s ≤ t ≤ 1.

Hint: to prove (†) use the following result: Suppose that a) g is decreas-
ing and continuous on [0, 1] and g(1) = 0, b) f is positive on [0, 1), c)∫ 1

0
f(x)g(x)dx <∞ then

lim
t→1−

g(t)

∫ t

0

f(s)ds = 0.
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