Stochastic analysis, autumn 2011, Exercises-9, 15.11.2011

1. ( Martingale characterization) Let M;(w) adapted to the filtration F =
(Fe :t € RT), with E(|M;]) < oo V¢t. Then (X;) is an F-martingale if and
only if V F-stopping times 7(w) which can take at most two finite values

E(M‘r) = E(MO)

Hint: the necessity is just Doob optional sampling theorem, for sufficency
for s <t and A € F, define 7(w) = t1 4 + s1 4. and show that it is a stop-
ping time. Then use the hypothesis to show that E((Mt — Ms)lA) =0.

Solution

Q) when ¢t <r
{r<r}= Ac when s <r <t
O when0<s<r

and we see that in all cases {17 < r} € F,.

0=E(M; — My) = E(My1a+ My(1—14) — M,)
= E((M; — M)1,)

2. (Lenglart’s inequality)

Let X¢(w) > 0 and A;(w) > 0 continuous processes adapted with respect to
F = (F; :teR"), with Xo =0, and we assume that A; is non-decreasing
such that for all bounded stopping times 7(w)

E(X,) < E(A,)
We introduce the running maximum X} (w) = Jnax, Xs(w)
_s_

Prove the following inequalities for all F-stopping times 7, (also un-
bounded ): Ve, > 0

a) P(XI>¢) < E<;4T)
b)  P(X; >4 <9< DAY
E(5

¢ P(X'>e)< %AT) + P(A, > 6)

Hint: show it first for bounded stopping times, then use monotone con-
vergence.

Solution Let 7 be a F-stopping time. Define also o = inf{s: X > ¢}
Note that

Xol(o0 StAT) = Xopont (X opy > €) =
> el( X pont > €)



Taking expectation and using the assumption
EP(X:j/\o‘/\t > 5) S E<X7'/\a/\t1(X;—k/\g/\t > E)) S E(X'r/\a/\t) S E(AT/\U/\t)

and as t 1 oo by monotone convergence on the left and right hand side

eP(X:>¢e)=cP(X!,, >¢)
S E(AT/\O') S E(A‘r)

Let p = inf{s: As; > ¢}.

P(X:>¢e A, <0)= P(X;“Ap > ¢)
1 1
< —E(A:p,) < —E(A; N9)
€ €
and since
P(XI>¢e) < P(X:>¢e A <6)+ P(A; >0)

the last equation follows.

. Let M a continuous F-local martingale. The F-predictable variation (M),
is the non-decreasing process with (M), = 0 such that

Mg — (M),

is a F-local martingale.

Show that for any F-stopping time 7

P(O?S%(JMS(WH > 5) < w + P((M); >0)

Solution Let 7], 1 0o be a localizing sequence for the martingale (M,).
Note that also (7/, An) is a localizing sequence since if (Myn,, :t € RT) is
a true martingale, also the stopped process (Miar, an @ t € RT) is a true
martingale. This means that we can always choose a localizing sequence
of bounded stopping times.

Let also 7!/ 1 be a localizing sequence for the local martingale (M7 —(M);).
By choosing 7,, = 7/, A 7// A n we obtain a sequence of stopping

So (Miar, :t € RT) and (M7, — (M)¢nr, : t € RY) are true martingales
and T, is bounded for each n.

By Doob optional stopping theorem, for every stopping time o
E(M‘I?n/\ﬂ') = E(<M>‘rn/\0')

By Lenglart’s inequality

1
P( sup |Ms| > 6) S gEP <<M>Tn/\0')

0<s<7tpAo



and also

1
P< sup  |My| > 5) < 8—2Ep <<M>T"/\U /\(5> + P((M)r, py > 0)

0<s<7tp Ao

and as 7, T oo for n T co, by monotone convergence we get

P( sup |M,| > €> < E%Ep <<M>a>

0<s<o

P( sup | M| > e) < gizEp (<M>,, A 5) + P((M), > 0)

0<s<o

. {Mt(n) (w) }nen a sequence of F-local martingales and 7 a F-stopping time.
Show that

MMy, 50 = max |M,(w)| 50
0<s<r

where we use convergence in probability.
. (A discontinous martingale) Consider a random time 7(w) € [0, 00] with
distribution function F'(t) = P(7 < t).

Define the Riemann Stieltjes integrals

t 1 t 1 t
At:/o m}?(ds):/o mF(ds):/o P(redsir>s), t>0

For simplicity you can assume that F' is continuous or even absolutely
continuous.

Consider counting process Ni(w) := 1(7(w) < t) which has one jump at
size 1 at time 7, And let F = (F; : t € RT). with F; = o(Ns : s < t).
e Show that 7 is F-stopping time.
e Show that M; := Ny(w) — A(t A 7(w)) is a F-martingale.
Hint: show that

Fs = {Q,(Z],{T(w) > stand {7(w) € B}, {7 € (s,00) UB}: B C [0, s] Borel }

Solution For fixed s, (a,b] C [0, s, since 7 is a stopping time
{T€(a,b)} ={r <b}\ {7 <a} e F

by taking countable unions and intersections it follows {7 € B} € Fj

for all Borel sets B € [0, s]

Also {7 > s} = {7 < s}° € F;. There are no other sets.

In fact when B C [0, s] obviously {r > s} N {r € B} =0 € F; and

{r € (s,00) UB} € F;

For such sets A € Fy and s < ¢t compute E((M; — My)14).

Solution For A = {r € B}Aawith B C [0, s] Borel

N:1(1 € B) = Ny1(r € B) = 1(7 € B)
At/\-,—l(T S B) = AS/\-,—I(T € B) = AT].(T € B)



and
0= E((Nt — N5)1(T € B)) = E((AMT — Asnr)1(T € B))
Also
E((Ny — Ns)1(1 > s)) = P(1 € (s,t)) = F(t) — F(s)
Note that when s — F(s) is continuous

A(t) = As) :/ %Mp(dr) _ _/ d,log P(r > 1) =

log P(T > s) —log P(1 > t) =log P(T > s)P(T > 1)

Therefore
E((AW A1 (r > s>> ~
/:O (log(l —F(rAs)) —log((1— F(r A t))>F(dr) —
log(1 = F()(1 = F(s)) = log(1 = F)(1 — F(t) + [ log(1 — F(r))dy (1 - F(r)

_ _/ (1— F(r))dlog(l — F(r)) =

¢ 1
- [ 0= P gy = F ) = () = F ()

using integration by parts.



