
Stochastic analysis, autumn 2011, Exercises-9, 15.11.2011

1. ( Martingale characterization) Let Mt(ω) adapted to the filtration F =
(Ft : t ∈ R+), with E(|Mt|) <∞ ∀t. Then (Xt) is an F-martingale if and
only if ∀ F-stopping times τ(ω) which can take at most two finite values

E(Mτ ) = E(M0)

Hint: the necessity is just Doob optional sampling theorem, for sufficency
for s ≤ t and A ∈ Fs define τ(ω) = t1A + s1Ac and show that it is a stop-
ping time. Then use the hypothesis to show that E

(
(Mt −Ms)1A

)
= 0.

Solution

{τ ≤ r} =

 Ω when t ≤ r
Ac when s ≤ r < t

∅ when 0 ≤ s < r

and we see that in all cases {τ ≤ r} ∈ Fr.

0 = E
(
Mτ −Ms

)
= E

(
Mt1A +Ms(1− 1A)−Ms

)
= E

(
(Mt −Ms)1A

)
2. (Lenglart’s inequality)

LetXt(ω) ≥ 0 and At(ω) ≥ 0 continuous processes adapted with respect to
F = (Ft : t ∈ R+), with X0 = 0, and we assume that At is non-decreasing
such that for all bounded stopping times τ(ω)

E(Xτ ) ≤ E(Aτ )

We introduce the running maximum X∗t (ω) = max
0≤s≤t

Xs(ω)

Prove the following inequalities for all F-stopping times τ , (also un-
bounded ): ∀ε, δ > 0

a) P (X∗τ > ε) ≤ E(Aτ )

ε

b) P (X∗τ > ε,Aτ ≤ δ) ≤
E(Aτ ∧ δ)

ε

c) P (X∗τ > ε) ≤ E(δ ∧Aτ )

ε
+ P (Aτ > δ)

Hint: show it first for bounded stopping times, then use monotone con-
vergence.

Solution Let τ be a F-stopping time. Define also σ = inf{s : Xs > ε}
Note that

Xσ1(σ ≤ t ∧ τ) = Xτ∧σ∧t1(X∗τ∧σ∧t > ε) =

≥ ε1(X∗τ∧σ∧t > ε)
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Taking expectation and using the assumption

εP
(
X∗τ∧σ∧t > ε

)
≤ E

(
Xτ∧σ∧t1(X∗τ∧σ∧t > ε)

)
≤ E

(
Xτ∧σ∧t

)
≤ E

(
Aτ∧σ∧t

)
and as t ↑ ∞ by monotone convergence on the left and right hand side

εP
(
X∗τ > ε

)
= εP

(
X∗τ∧σ > ε

)
≤ E

(
Aτ∧σ

)
≤ E

(
Aτ
)

Let ρ = inf{s : As > δ}.

P (X∗τ > ε,Aτ ≤ δ) = P (X∗τ∧ρ > ε)

≤ 1

ε
E(Aτ∧ρ) ≤

1

ε
E(Aτ ∧ δ)

and since

P (X∗τ > ε) ≤ P (X∗τ > ε,Aτ ≤ δ) + P (Aτ > δ)

the last equation follows.

3. LetMt a continuous F-local martingale. The F-predictable variation 〈M〉t
is the non-decreasing process with 〈M〉0 = 0 such that

M2
t − 〈M〉t

is a F-local martingale.

Show that for any F-stopping time τ

P

(
max
0≤s≤t

|Ms(ω)| > ε

)
≤ E(δ ∧ 〈M〉τ )

ε2
+ P (〈M〉τ > δ)

Solution Let τ ′n ↑ ∞ be a localizing sequence for the martingale (Mt).
Note that also (τ ′n ∧n) is a localizing sequence since if (Mt∧τn : t ∈ R+) is
a true martingale, also the stopped process (Mt∧τn∧n : t ∈ R+) is a true
martingale. This means that we can always choose a localizing sequence
of bounded stopping times.

Let also τ ′′n ↑ be a localizing sequence for the local martingale (M2
t −〈M〉t).

By choosing τn = τ ′n ∧ τ ′′n ∧ n we obtain a sequence of stopping

So (Mt∧τn : t ∈ R+) and (M2
t∧τn −〈M〉t∧τn : t ∈ R+) are true martingales

and τn is bounded for each n.

By Doob optional stopping theorem, for every stopping time σ

E(M2
τn∧σ) = E(〈M〉τn∧σ)

By Lenglart’s inequality

P

(
sup

0≤s≤τn∧σ
|Ms| > ε

)
≤ 1

ε2
EP

(
〈M〉τn∧σ

)
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and also

P

(
sup

0≤s≤τn∧σ
|Ms| > ε

)
≤ 1

ε2
EP

(
〈M〉τn∧σ ∧ δ

)
+ P (〈M〉τn∧σ > δ)

and as τn ↑ ∞ for n ↑ ∞, by monotone convergence we get

P

(
sup

0≤s≤σ
|Ms| > ε

)
≤ 1

ε2
EP

(
〈M〉σ

)
P

(
sup

0≤s≤σ
|Ms| > ε

)
≤ 1

ε2
EP

(
〈M〉σ ∧ δ

)
+ P (〈M〉σ > δ)

4. {M (n)
t (ω)}n∈N a sequence of F-local martingales and τ a F-stopping time.

Show that

〈M (n)〉τ
P→ 0 =⇒ max

0≤s≤τ
|Ms(ω)| P→ 0

where we use convergence in probability.

5. (A discontinous martingale) Consider a random time τ(ω) ∈ [0,∞] with
distribution function F (t) = P (τ ≤ t).
Define the Riemann Stieltjes integrals

Λt =

∫ t

0

1

1− F (s−)
F (ds) =

∫ t

0

1

P (τ ≥ s)
F (ds) =

∫ t

0

P (τ ∈ ds|τ ≥ s), t ≥ 0

For simplicity you can assume that F is continuous or even absolutely
continuous.
Consider counting process Nt(ω) := 1(τ(ω) ≤ t) which has one jump at
size 1 at time τ , And let F = (Ft : t ∈ R+). with Ft = σ(Ns : s ≤ t).

• Show that τ is F-stopping time.
• Show that Mt := Nt(ω)− Λ(t ∧ τ(ω)) is a F-martingale.

Hint: show that

Fs =

{
Ω, ∅, {τ(ω) > s}and {τ(ω) ∈ B}, {τ ∈ (s,∞) ∪B} : B ⊂ [0, s] Borel

}
Solution For fixed s, (a, b] ⊆ [0, s], since τ is a stopping time

{τ ∈ (a, b]} = {τ ≤ b} \ {τ ≤ a} ∈ Fs

by taking countable unions and intersections it follows {τ ∈ B} ∈ Fs
for all Borel sets B ∈ [0, s]

Also {τ > s} = {τ ≤ s}c ∈ Fs. There are no other sets.
In fact when B ⊆ [0, s] obviously {τ > s} ∩ {τ ∈ B} = ∅ ∈ Fs and
{τ ∈ (s,∞) ∪B} ∈ Fs
For such sets A ∈ Fs and s ≤ t compute E((Mt −Ms)1A).
Solution For A = {τ ∈ B}Âăwith B ⊂ [0, s] Borel

Nt1(τ ∈ B) = Ns1(τ ∈ B) = 1(τ ∈ B)

Λt∧τ1(τ ∈ B) = Λs∧τ1(τ ∈ B) = Λτ1(τ ∈ B)
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and

0 = E

(
(Nt −Ns)1(τ ∈ B)

)
= E

(
(Λt∧τ − Λs∧τ )1(τ ∈ B)

)
Also

E((Nt −Ns)1(τ > s)) = P (τ ∈ (s, t)) = F (t)− F (s)

Note that when s 7→ F (s) is continuous

Λ(t)− Λ(s) =

∫ t

s

1

1− F (r)
F (dr) = −

∫ t

s

dr logP (τ > r) =

logP (τ > s)− logP (τ > t) = logP (τ > s)P (τ > t)

Therefore

E

(
(Λs∧τ − Λs∧τ )1(τ > s)

)
=∫ ∞

s

(
log(1− F (r ∧ s))− log((1− F (r ∧ t))

)
F (dr) =

log(1− F (s))(1− F (s))− log(1− F (t))(1− F (t)) +

∫ t

s

log(1− F (r))dr(1− F (r))

= −
∫ t

s

(1− F (r))d log(1− F (r)) =

−
∫ t

s

(1− F (r))
1

(1− F (r))
dr(1− F (r)) = F (t)− F (s)

using integration by parts.
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