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1. Borel-Cantelli lemma

Let Ak, k ∈ N be a sequence of events. Define {ω : ω ∈ Ak i.o.}, where i.o. stands for
infinitely often, as the event

⋂∞
k=1

⋃∞
j=k Aj . Show that if

∑∞
k=1 P(Ak) <∞ then

P(An i.o.) = 0.

Hint. Consider the random variable N =
∑∞

k=1 1Ak
.

2. Brownian bridge

(a) Let (Bt)t∈R+ be a standard one-dimensional Brownian motion. For any 0 < t < s,
find the conditional density of Bt given Bs in the sense of Exercise 5 of Problem Sheet 1.
Illustrate this distribution by drawing its mean and standard deviation as functions of t.

(b) Let 0 ≤ t < s. Show that for any λ ∈ (0, 1), the random variable

Yλ = Bλt+(1−λ)s − λBt − (1− λ)Bs

is independent from σ(Bu , 0 ≤ u ≤ t) and σ(Bu , u ≥ s).

(c) Conclude from (a)–(b) that for any 0 ≤ r < s and x, y ∈ R, conditionally on Br = x and
Bs = y the processes (Bt)t∈[0,r), (Bt)t∈(r,s) and (Bt)t∈(s,∞) are independent. Furthermore,
if 0 = s0 < s1 < . . . < sn and xk ∈ R and tk ∈ (sk−1, sk) for k = 1, 2, . . . , n, then describe
the law of (Bt1 , Bt2 , . . . , Btn) given Bs1 = x1, Bs2 = x2, . . . , Bsn = xn.

3. (a) Let X be a Gaussian random variable with mean 0 and variance 1. Show that for any
x > 0,

P(X ≥ x) ≤ 1√
2π x

exp
(
−1

2
x2

)
.

(b) Let Xn ∼ N(µn, σ2
n) be a sequence of Gaussian random variables such that Xn → X

almost surely and µn → µ and σ2
n → σ2 as n → ∞. Show that X ∼ N(µ, σ2). (Here, as

usual, X ∼ N(µ, σ2) means that X is distributed normally with mean µ and variance σ2.)
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4. A construction of Brownian motion on [0, 1]

Let (Ω,F ,P) be a probability space with a countably infinite set (ξ(t))t∈D of independent
N(0, 1) random variables, where D =

⋃
Dn and Dn = {k 2−n : k = 0, 1, 2, . . . , 2n} are

the sets of dyadic rationals. (Such probability space can be constructed, for example, as a
product space.)

(a) We are first going to construct a process B(t), t ∈ D, such that it agrees with the
distribution of Brownian motion on the dyadic points.

On D0 = {0, 1}, define B(0) = 0 and B(1) = c0ξ(1). Define then recursively B(t) on
t ∈ Dn \ Dn−1 for n ≥ 1, by setting

B(t) = anB(t− 2−n) + bnB(t+ 2−n) + cn ξ(t)

for any t ∈ Dn \ Dn−1. Find the real numbers c0, an, bn, cn, n ≥ 1 such that B(1) has the
correct distribution (Brownian motion at time 1) and the conditional distribution ofB(t), t ∈
Dn \ Dn−1, given B(t), t ∈ Dn−1, is the correct one (the Brownian bridge distribution from
Exercise 3(c)).

(b) Now we extend the process B(t) to the whole interval [0, 1].
Let B|Dn be the restriction of B to Dn and define B(n)(t) as the extension of B|Dn by

linear interpolation to [0, 1]. Define piecewice linear processes Z(0) = B(0) and Z(n) =
B(n) −B(n−1), n ≥ 1. Show that

∞∑
n=0

P(for some t ∈ Dn, |ξ(t)| ≥ c
√
n) <∞

when c >
√

2 log 2. Use Borel–Cantelli lemma (Exercise 1) to conclude that the sum∑∞
n=0 ‖Z(n)‖∞ is almost surely finite and that almost surely the series

B(t) =
∞∑
n=0

Z(n)(t)

converges uniformly in [0, 1].

5. Let (Bt)t∈[0,1] be the process constructed in the previous exercise. Prove that the increments
of Bt are independent and that Bs+t−Bs is normally distributed with mean 0 and variance
t.
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