UH Stochastic analysis I, Spring 2017, Exercise-2 (8.2 2017)

In all exercises (B; : t > 0) is a Brownian motion on the probability
(Q, F:, P), in the filtration F = (F; : t > 0), which means that B is F-
adapted and for 0 < s <t, (B; — By) 1L F, w.r.t. P.

1. (a) Show that the Riemann integral

¢
At:/ B, (w)du
0

is a Gaussian random variable and compute its mean and variance.
Hint: compute the Gaussian law of a Riemann sum approximation
and take limit in distribution.

(b) Show by a direct computation that
t
Mt:Bf—B/ B,du
0
is a martingale in the Brownian filtration. Hint: for 0 < s < ¢,
s t
M, = {B, + (B, — B,)}* — 3/ B,du — 3(t — s)Bs — 3/ (B, — Bs)du
0 s
2. Let (7,(w) : n € N) a sequence of stopping times in the F filtration.
Show that
To(w) = inf{ 7,(w)}, 7" =sup{ m(w)}
are [F-stopping times.

3. Consider two filtrations F = {F; : t > 0} and G = {G; : t > 0} on the
same probability space (2, F, P). Assume that F C G meaning that
Fi € G, VL.

Show that if M, is a (P, G)-martingale and it is also F-adapted, then
it is a martingale also with respect to the smaller filtration F.

4. Let B;, W, P-independent Brownian motion (on the same probability
space ). We define their cross-variation (or quadratic covariation as )

(B, W]; == Al(il]ilri) Z(Bt;gmt - Bt;;_l/\t) (Wt;;/\t - th_l/\t) (0.1)

where the limit is taken in L?(P) for a sequence of partitions I1" =
{0=1t) <t} <--- <ty <...} where limg_, t} — 00 and

A(IT") =sup |ty —t;_4] = 0asn — oo
k



(a)
(b)
(c)

Show that the L?(P) limit is [B,W]; = 0 independently of the
choice the sequence of partitions {I1"}.

Show that if the sequence of partitions is refining, i.e. II" C I1"*+!
Vn, then we have also P-almost sure convergence in ({0.1]

Show by direct calculation that the product M; = B;W; is a mar-
tingale in the Brownian filtration

Hint: as in the proof of the result for the quadratic vatiation of
Brownian motion [B]; = t,

5. Let 7(w) € [0, +00] be a random time, F(t) = P(r <) for t € [0, 00).

Consider the single jump counting process Ny(w) := 1(7(w) < t) which
generates the filtration F = (F;) with 7 = o(N, : s < 1).

(a)
(b)

Show that 7 is a stopping time in the filtration F.

Show that first that for every Borel function f(x), the random
variable

fr(W)1(7(w) < s)

is Fs,-measurable.

Define the cumulative hazard function

A(t) = /0 %(S_)F(ds)

where F(s—) = P(7 < s) denotes the limit from the left.
Show that

M; = Ny — Aipr

is a an F-martingale.
Hint: use the definition, and show that for s <t and every A € F,

B (%= N1 = Br((urr — o)L

It turns out that it is enough to do the computation for A = {w :
T(w) > s} (why ?). Fubini’s theorem may be also useful.



(d) Assume that ¢ — F(t) and therefore also ¢ — A(t) are continuous,
which means P(r =t) =0Vt € RT.

Show that A, has l-exponential distribution:

P(A: > z) =exp(—z), >0

Hint: one line of proof compute the Laplace transform

L(0) == Ep (exp(—@AT)) 0> 0

and compare it with the Laplace transform of the l-exponential
distribution.

(e) Show that the martingale M, is uniformly integrable, what is M.,?.

6. Let # € R, and + = /—1 the imaginary unit
Show that

Ep(exp(ifB;)) = exp (—%9275)

Hint: Use complex integration over the rectangular contour delimited
by in the complex plane by the points R, (R + i6), (—R +if), — R with
R e R and let R — oo.

7. For 6 € R, consider now
, 1, 1, 1 5.\ .
M, = exp(i§B; + 50 t) = exp(§0 t) cos(0B;) + V-1 exp(§0 t)sin(0B,) p € C
where ¢ = y/—1 is the imaginary unit.

Recall that E(exp(ifG)) = exp(—6%0?/2) when G(w) ~ N (0, 0?).

e Show that M; is complex valued F-martingale, which means that
real and imaginary parts are F-martingales.

e Show that lim; . |M(w)| = 00



