Homework Set 1, Topology 1, Solutions to exercises 2 and 3

2. First we prove that
(AAB)AC=AAN(BACQC).
Proof. By definition,

ANB=(A-B)U(B-A)
= (AnB)U(A'NB)
=(AuB)n(A'UB).

Here (4) follows from (3) using the distributive laws, because

(ANB)U (A NB)
=((ANnBYUAYN((ANnB")UB)

= (AUAYN(B'UA)N((AUB)N(B'UB))
= (B'UA)N(AUB).

The left-hand side in (1) equals by (3)
(ANnBHYUA'NB)NCHYU((AAB)NC),
which using (4) becomes
(ANBHYUA'NB)NCHYU(((AUuB)N(AUB"))NC).
Using now the distributive laws and properties of complement, we get
(ANB'NCYUA'NBNCYU(((ANB)YU(ANB))NO),
which using again the distributive laws equals to
(ANB NCYUANBNCYUA NB NC)U(ANBNCQC).
For the right-side of (1), using the same tools we get

(AN(BACYYUA'N((BNCYU(B'N()))
=(An((BuC)Nn(B'UCH) ) YUA'Nn(BNnC)YU(B'N(C)))
=(An((BUC)YUuB'UuCYHUA'NBNnCHYUA'NB'NC)
=(ANn(BnCHYuBNnC)HuANBNCYUANB NC)
=(ANB' NCHYUANBNC)UA NBNCYUANB NC),
which equals (5) since the union is commutative.
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We now prove that AN(BAC)=(ANB)A(ANC).

Proof. We start from the right-hand side, use the definition of symmetric difference,
the distributive laws of intersection over minus and union to get
(ANB)A(ANC)
=((ANB)—(ANC)U((ANnC)—-(ANB))
=((ANn(B-C)U(AN(C - B))
=AN(B-C)U(C—-B))
=AN(BAC).

The distributive law of intersection over minus (used to go from the second line
to the third) is the following

(A-B)NnC=(AnC)—(BNO).
It holds because using De Morgan’s law (A — (BNC) = (A— B)U (B —C(C)) we have

3. If f: X =Y then

e [71(0) = 0 because by definition f~1(0) = {z € X : f(x) € 0} = () since there
is no such z.

e 1Y) = X because for every x € X, f(z) € Y.

e By C By = f1(B;) C fY(By) because if y € f~1(B;) then y = f(z) with
x € By, thus x € By, which implies y € f~1(B,).

o fTHUB) =Uif1(By)
We prove the double inclusion. If y € f~1(U;B;) then y = f(z) with x € U;B,.

Thus = € B; for at least one 4, which implies that y € f~1(B;) for at least one
i. Hence y € U;f~1(B;).

On the other hand, if y € U; f~1(B;), then y € f~1(B;) for at least one 7. Thus
y = f(x) with € B; for at least one 7, that is z € U;B;. Hence y € f~1(U;B;).
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o f7H(MiB;) = NifH(B;)
Again with double inclusion. If y € f~1(";B;) then y = f(x) with z € N;B;,
that is @ € B; for every i. Hence y € f~(B;) for every 4, which means
Yy € ﬂlf_l(Bl)
On the other hand, if y € N;f~1(B;) then y €€ f~1(B;) for every i, thus
y = f(z) with z € B; for every i. This implies x € N;B;, hence y € f~1(N; B;).

o [H(B) =(f1(B)

If y e f~1(B’) then y = f(x) with z € B’, that is ¢ B. Thus y ¢ f~'(B),
which means y € (f~!(B))". Hence f~'(B’) C (f~4(B))".

Ify € (f~Y(B)) then y ¢ f~'(B), that is y = f(z) with z ¢ B. This implies
r € B/, thus y € f~1(B’). Hence (f~Y(B)) C f~1(B).



