UH/Department of Mathematics and Statistics Exercise session 2
Schramm-Loewner Evolution, Spring 2016 2.2.2016

Ezercises 1-3 are “compulsory” and 4-5 “bonus problems” (marked always with T or 117).

Exercise 1. (a) Let (B;)wr, be a standard one-dimensional Brownian motion. Show that
Cov[ By, Bs] = min{t, s}.

Hint. For s <t, use B; = By + (B; — By).

(b) Let 0 <t < s. Show that for any A € (0,1), the random variable
Y\ = Bas(i-x)s = ABy = (1= \) B,

is independent from ¢(B,, 0<u <t) and o(B,, u>s).

Hint. Tt is sufficient to check independence of Y, and single B, for any u ¢ (¢,s). Use
properties of multivariate normal distributions.

(c) Show that E[Y2] = A(1-X)[s—t|.

Exercise 2. (a) Let (By;)«r, be a standard one-dimensional Brownian motion. For any
0 <t < s, find the conditional density of B; given B, in the sense of Exercise 5 below.
[llustrate this distribution by drawing its mean and standard deviation as functions of ¢.

(b) Conclude from (a) and Exercise 1 that for any 0 <r < s and z,y € R, conditionally on
B, =z and B, = y the processes (By)ic[0,r), (Bt)ie(r,s) and (Bt)e(s,00) are independent. Lastly,
when 0 =59 <s1<...<8, and x; € R and ¢, € (s;_1,s;) for k=1,2,...,n, describe the law
of (Bt17Bt27 ce >Btn) given Bm = x1>Bsz =T, .. 7Bsn =Tnp.

Exercise 3. (a) Let X be a Gaussian random variable with mean 0 and variance 1. Show
that for any z > 0,
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(b) Let X, ~ N(pn,02) be a sequence of Gaussian random variables such that X,, - X
almost surely and j,, > pu and 02 - 02 as n > oco. Show that X ~ N(u,02). (Here, as usual,
X ~ N(,0?%) means that X is distributed normally with mean p and variance o2.)

Hint. Recall different ways to characterize a probability distribution.

f Exercise 4. (a) Let A be a o-algebra such that for all A € A, P[A] =0 or 1. Show that
E[X]|A] = E[X] for any X € L.

(b) Let €4, ... be a finite or countably infinite partition of € into F-measurable sets, i.e.,
;N Q=@ when j # k and U2, 2 = Q. Assume that each (25, has positive probability. Let
G be the o-algebra generated by €21, ... Show that

E[X|G] - —EE[(;Z?]’“]

Here we use the standard notation E[X; F'] = [, XdP.
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T Exercise 5. Let X and Y be two random variables that have a joint density f(z,y) in the
sense that for any bounded, Borel (measurable) function ¢ on R?

E[0(X. V)] = [, 6(r.p)f(r.y)dody.
Define the marginal density of Y by

i) = [ @y as

and let
L) it fy(y) > 0

flaly)y =4 @
0 if fy(y) =0.
We call the quantity f(x|y) the conditional density of X given'Y =y.

(a) Show that f(z|y)fy(y) = f(x,y) for almost every (x,y) with respect to the Lebesgue
measure on R2.

Hint: Prove first that the Lebesgue measure of {z : f(z|y)fy(y) # f(z,y)} is zero for each
y and then use Fubini’s theorem.

(b) Show that f(z|y) can be seen as the conditional density of X given Y =y in the sense
that

EBCONI@) = [ h@)f(alY (@))da

for any bounded Borel function A on R.



