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Abstract

These lecture notes are written for the theoretical part of the course "Bayesian inver-
sion” given at University of Helsinki during Spring 2016. We rely on several references, but
most important are the extensive review paper [3] by Andrew Stuart and the lecture notes
[1] by Dashti and Stuart. The notes are updated (nonlinearly) as the course progresses.
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1 Short motivation

Consider an indirect physical measurement, which can be approximatively modelled by a
linear equation

m = Ax. (1)



Above, x,m € R" describe the unknown and the measurement, respectively, and matrix
A € R™"™ models how these two quantity are related via physics. Among inverse problems
research community, we are in the business of solving x given the measurement data ideally
modelled by m. This task is made non-trivial by considering problems where the underlying
mathematical model (approximated by (1)) is ill-posed. The classical definition of a well-
posed problem by Hadamard states that (a) a solution must exist and that it is (b) unique.
Moreover, the (c) solution has to depend continuously on the data. An ill-posed problem
violates at least one of these conditions.

The violation of the stability condition (c) typically leads to numerical challenges in inverse
problems that for problem (1) appear as a high condition number of matrix A. Recall that
the condition number of A is defined by

cond(A) = Amax.
)\min
For example, let us assume that A\, = 1 and A\ = €, where \jpq and Ay, correspond
the largest and smallest eigenvalue, respectively, and € > 0 is very small. Any real-life
measurement is contaminated by some noise. Hence, it is reasonable to assume that our
measurement is obtained as
m® = Az + d,

where xy describes the ’true’ value and ¢ describes the measurement noise. Notice that we
do not know ¢ exactly and in the best case scenario we might have some estimate concerning
its size/norm. Even if A is invertible, a naive reconstruction by

A7l = To + A7 = xg + 5

easily leads to useless approximation since in the worst case the error
= sl
[6]]2 = =2
€

can be arbitrarily large. This illustrates one key perspective of inverse problem theory: how
to stabilize the reconstruction process while maintaining acceptable accuracy.

The theory related to deterministic problems like (1) is called regularization theory and is
discussed in more detail in the usual Inverse problems course. One of the fundamental ideas
of regularization theory is to approximate the problem (1) by a stable one. In the classical
Tikhonov regularization (1) is replaced by a variational problem

2
in ( ||Az - 5” 2), 2
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The solution to (2) is given by
20 = (ATA+ol) TATm® = Rym®,

where the reconstruction matrix R, has a modified eigenvalue structure compared to A1,
Most importantly, we have
)\min
Amin(Ra) = ————
m'm( oz) )\2 T

min



and hence the reconstruction is more stable (reconstruction error is comparable to ﬁ)
min (o3

However, we have induced new kind of reconstruction error. Namely, we have that
Rom® = xg + (RaA — I)xg + Ro0

where the two error terms on the right hand side are approximately of size

(6%
[(RaA — Izolly = ¥ Ta [[zoll (3)
and A\
[Radlly ~ ﬁ 161l - (4)

Important effect is this: if « is increased, the first error term (3) increases (becoming compa-
rable to [|zg||,!). Meanwhile, if « is decreased, the second error term explodes. The optimal
strategy is a balance between the two errors. The key observation is that the more accurate
information you have related to the unknown xg, the noise  and structure of the problem
(here: eigenvalue structure), the more effective you can make your regularization strategy.

The topic of this course, Bayesian inversion, rephrases the problem (1) as a question of
statistical inference: consider a problem

M= AX + €, (5)

where the quantities describing our measurement, unknown and noise are replaced by random
variables. Here, X : @ — R™ and M,€ : © — R? where Q is our probability space.
Randomness in this framework describes our lack of knowledge related to their exact values.
The degree of our information is encoded into their probability distributions. The solution to
(5) is so-called posterior distribution, i.e., the conditional probability of X given measurement
M =md.

The randomness (or uncertainty) can appear due to several effects in a practical mea-
surement setting. It can appear via some statistical information which is available about the
unknown or the model. Randomness can also reflect the lack of information about correct
parameter values in the model. Ultimately, the noise in any practical measurement is always
random.

In practise, the posterior distribution is obtained via the Bayes formula which states, using
probability densities, that

Tike(M | )7 x (2)
T (m)

Tost (& | ) = , (6)
where 7,5, Tx and my are the posterior, prior and marginal probability densities (we of
course need to assume they exist). The likelihood density 7k (m|z) expresses the likelihood
of measurement outcome m given X = x. We will come back to these objects later, but let us
now jump a little bit ahead of ourselves and illustrate how the stabilization discussed above
plays out here.

In the Bayesian scheme the ill-posedness of the model is stabilized (mainly) by our a priori
information regarding X. Suppose that £ is random vector in R? with normally distributed
independent components. Similarly, let us assume that X has normally independent compo-
nents but with variance é It turns out that the respective probability densities are of the
form

mwx (2) = exp(—a|z]3) and me(e) = exp(—|el3).



Above and throughout these notes, the notation f ~ g means that functions f and g coincide
up to a constant, i.e., there is some ¢ > 0 such that f = cg. Now since mjge(m|z) =
me(m — Ax), considering the posterior density in (6) as a function of = we have that

o 2 1 2
(| ) = exp (= el = e — ).

In consequence, the most probable solution with respect to the posterior (maximizing mpos¢(|m))
is actually the minimizer of problem (2). Although this is a very rudimentary example, it
gives intuition how well-designed prior can affect the problem so that the posterior gives
high probability to stable solution candidates. Similarly, a well-designed prior can overcome
existence or uniqueness issues if present.

Later on, we aim to quantify and understand abstract effects like stability in a broader
sense - also for problems where the unknown is function valued, i.e., the realizations of random
variable X belong to some infinite-dimensional space. The computational part of this course
concerns the following question: how to extract information of the possibly high-dimensional
probability distribution mp,s once it is solved. Also, the practical effects related to different
prior and noise models are considered there. The computational part of this course has
independent lecture notes/material.

2 A brief dive into probability theory

2.1 Preliminaries

As discussed above, our task is to understand probability of X being something given mea-
surement data M. From basic probability theory we know that

P(XeE,MecF)
P(MeF)

PIXeE|McF)=

where F and F' are some measurable sets. However, we would like to condition the probability
of X € F with respect to a single realization of M. If M has a nice probability density, it is
easy to realize that probability of single value vanishes, i.e. P(M = m) = 0. Hence we need
to do a little work-out in the modern probability theory.

A triplet (2, F,P) is called probability space, if

(1) Q#0is a set,
(2) Fis a o-algebra, i.e.

(a) Qe F,
(b) If E € F, then Q\ F € F and
(c) If Ej € F, j €N, then U2, Ej € F.

(3) P is a probability measure P : F — [0, 1] that satisfies

(a) P(Q) =1 and



(b) If measurable sets E; € F, j € N, are disjoint (i.e. E; N Ey =0 if j # k), then

o0 o0

PJE | =D P(E).

J=1 Jj=1

The property 3b) of measure P is called o-additivity. A (general) measure is called o-finite if
Q) is the countable union of measurable sets with finite measure. Consider Lebesgue measure
on R" as an example.

For a while, we consider random variable in Euclidian spaces equipped with the standard
Borel o-algebra B(R™). Recall that a Borel o-algebra is the smallest o-algebra containing the
open sets.

A random variable X is a measurable mapping

X :(Q,F) = (R",B(R")),

i.e., X~ Y(E) € F whenever E € B(R"). Now X induces a probability measure on (R", B(R"))
by

1(F) ;= P(X }(E)) = probability that X € E.
The measure p is called the probability distribution of X. We will often use notation X ~ p
to underline this.

Suppose p and v are two measures on the same measure space. Then p is absolutely
continuous with respect to v, if v(E) = 0 implies p(F) = 0. In such a case, we write u < v.
Measures 1 and v are equivalent if 4 < v and v < p. If p and v are supported on disjoint
sets, they are called mutually singular.

Theorem 1. Let p and v be two measures on the same measure space (Q, F). If p < v and
v is o-finite then there exists f € LY(Q, F,v) such that

W(E) = /E f(@)dv(z)

forall E € F.

Theorem 1 is called Radon—-Nikodym theorem and the function f is known as the Radon—
Nikodym derivative of u with respect to v. In the following, we write

dp
Em:ﬂmevw

The proof of Theorem 1 is omitted (will add reference later).

Example 2.1. Suppose p is a probability measure on (R, B(R™)) and pu < L,,, where L, is a
Lebesque measure. By Theorem 1 there exists m € L*(R™) such that

M(E>_/E7T(x)d$

for any E € B(R). The function m is called probability density is X.



Let us also define the joint distribution of random variables X and Y by
pxy (B x F) =P(XH(E)NY~H(F))

for any measurable sets E and F' (the range of X and Y can differ and thus E and F' can
be subsets of different spaces). Suppose Y :  — R™. The marginal distribution of X is
(similarly for Y') is obtained by

px(E) = pxy (E x R").

Notice that the marginal distribution of M in (6) appears frequently throughout these notes.
The random variables X and Y called independent if

pxy (B % F) = px(E)uy (F)

for any measurable sets F¥ and F. It is one of the fundamental assumptions of Bayesian
inference that X and M in (5) are independent.

2.2 Conditional expectation and probability

In probability theory, o-algebras represent information. One way to think about it is that
knowing a o-algebra G’ means knowing for each event £ € G whether E happened or not.
Hence, F represents all the information about the experiment in (€2, F, P) while sub-o-algebra
G C F represents partial information.

A common way for o-algebras to arise is to have them generated by random variables.
For examples, if X : Q@ — R then o(X) denotes the smallest o-algebra containing preimages
of measurerable sets, i.e., sets X }(E) where E € B(R). Knowing the actual value of X
corresponds to knowing whether X € E happened for each E € B(R). However, many
sample points might produce the same realization X (w). In this sense o(X) provides only
partial information.

Suppose that G C F is a sub-c-algebra. Notice carefully that measurability with respect
to G is a stronger requirement than measurability with respect to JF since there are fewer
choices for the preimages of X.

Definition 2.2. Any random variable Y € L*(Q2, G, P; R") is called the conditional expectation
of X € LY(Q, F,P;R") with respect to G if

/X JAP(w /Y JAP(w (7)

for all G € G. We write E(X|G) :
Proof. To be included. O

Example 2.3. Let E C Q such that 0 <P(E) <1 and G = {0,E,Q\ E,Q}. Then it holds

that
E(X1p) E(X1o\p)

—1 .
“BE) T @ B) e
To convince us that this is indeed the case, we have to check whether the condition (7) holds
for each set in G. For example, we have

_ E(X1g) _ _
/E E(X[0) (@)P(w) = ~p /E 1s(w)dP(w) = E(X15) = /E X (w)dP(w).

Similarly, one can check the case for Q\ E.

E(X|9)(w) =



It also possible to consider conditional expectations of type E(¢(X)|F). This leads us to
conditional probability. Namely, conditional probability of an event {w | X(w) € E} with
respect to G is defined by

Q(E,w) = E(1p(X)[9).

Let us now study the mapping @ : G x Q — [0, 1]. In our search for conditioning with respect
to a single realization (see beginning of Section 2.1) it would be crucial to know that Q(-,w)
defines a probability measure on G for all (or at least almost all) w € €. Recall that by
definition

/ Q(E, w)dP(w) = / 15(X)dP(w) = P(G N {X € E})
G G

for all G € G. We find out that Q(F,-) is defined up to P-almost everywhere. However, since
there may be uncountably many sets in G, it is not trivial that we find a suitable version of

Q.

Definition 2.4. A family of probability distributions (u(-,w))weq on (R™, B(R™)) is called a
regular conditional distribution of X given G C F if for each E € B(R™) we have

wE, ) =EQg(X)|G) almost surely.

When (82, F) is identified with (R, B(R™)) and X (w) = w, (u(-,w))uern is called a regular
conditional probability on F with respect to G.

A classical result in probability theory is the following.

Theorem 2. Let X : (Q,F) — (R",B(R")) be a random variable and G C F a o-algebra.
Then there exists a reqular conditional distribution (u(-,w))weq for X with respect to G.

We omit the proof (will add a reference!). In fact, the space R™ plays here no important
role. Instead, Theorem 2 can be generalized to e.g. complete separable metric spaces.

The rigorous meaning of u(E,z) for x € R™ is important for us. The idea is now to use
the regular conditional probability measure

fipost (B, M (w)) = E(15(X)[o(M))(w), (®)

where o(M) C F is the o-algebra generated by M and identify this object with fi,os¢ (£, m).

3 Playing with the Bayes formula

3.1 What is the Bayes formula?

Bayesian statistics usually begins by the notion that the joint distribution of (X, M) is given
and the posterior measure is a regular conditional distribution. Notice that, in general,
measurement model like (6) may not be available but the necessary information (like likelihood
distribution) is given via other means. In any case, important factor is that the marginal
distribution of (X, M) with respect to X is assumed to be our prior distribution. Further,
according to the Bayesian 'philosophy’, the prior should be independent of the measurement
setup.

Interesting phenomena would appear if we would allow the (rather natural) possibility
of the unknown X being generated by some different distribution than the prior. After all,



prior only models our beliefs and the partial information we have. However, in the context of
inverse problems we could easily end up in a situation where the posterior is not well-defined
(we couldn’t talk about it at all) and hence during these notes we keep the purely Bayesian
setup where X is generated by the prior.

Now, let us assume that in problem (6) our prior satisfies X ~ py. Due to Theorem 2
and identification of type (8) we are now able to talk about regular conditional probabili-
ties fuike(-|z) and ppost(-]m) with respect to a single realization. We are ready to state the
fundamental identity of Bayesian statistics, namely, the Bayes theorem.

Theorem 3 (Bayes). Suppose X : Q@ — R™ and M : Q — R? satisfy equation (5). Assume

Wiike(-|x) K v for pux-almost every x € R™, where v is a o-finite measure. Moreover, we write

dftiike
Liike(-|2) := 7('\@ e L'(R,v).

Then we have [ipost(-|m) < px for par-almost every m € R? and

d:“/post 1
zlm) = ——T'jige(m|z),
dux” ) Z(m) tike (M)

where Z(m) = [gn Ciike(m|z)dpx ().

Proof. Our first concern is what is the probability of Z(m) = 0 or Z(m) = co. Let us denote
these events by

Ey={m|Z(m) =0} and E- ={m|Z(m)= occ}.
We know that the marginal distribution of M satisfies
un(E) = / // Ciike(m|x)dpx (x)dv(m) = / Z(m)dv(m).
E R" E
It directly follows that pps(Eo) = 0. Moreover, suppose v(Fs) > 0. Then we have

pn(Eoo) = [ oodv(z) = oo,
Eeo

which yields a contradiction since pys is a probability measure. Moreover, since py < v, it
must hold that also up(Es) = 0.
Next, the regularity of the posterior measure guarantees that we can write

POXEBMER) = | moulBlmdusi(m)
= [ (Bl ([ Tumlalainta) ) ).

for any measurable sets F € R" and F € R?. Similarly, by writing the joint probability via
the regular likelihood yields

P(XeEMeF) = /E /F itk (m|)d(m) dux (z)

_ /F /E Tyike(mla)dpux (x)dv (m),



where we have applied the Fubini theorem. Since F and F are arbitrary, we obtain

S Tiike(m|x)dpx ()
Jen Liie(mlz)dpix ()

and we are done. O

Mpost(E‘m) =

Now suppose we take v = L4 and pyke(-|x) < L4, where L, is the Lebesgue measure on
R? and denote

d ike
Tike(M|2) 1= 52’; (m|x).
Moreover, assume px < L, and
_dpx
mx(e) = S @)
Then we have
tpost(Elm) = m/ Tlike(M|2)dpx (x)

_ m/ ke (m|2) 7 (2)dLon ().

Now we see that fipos(-|m) < Ly, and

d,upost

Ryos(alm) = L2 (ajm)
ke (M) Tx (2)
Z(m)
Since we have
/FWM(m)dEd(m) = P(M e F)

(
= P(XeR",McF)
/Rn ke (F'|x)dpx ()

— /F/Rnmike(mlx)dux(ﬂf)dﬁd(m)

= [ Zmitm),

it follows that Z(m) = mps(m) for ppr-almost every m € R%.

Corollary 3.1. Suppose all probability distributions related to problem (5) have well-defined
probability densities. Then the density function representation of the Bayes formula

Tike(M | )7 x (7)
T (m)

, 9)

Tpost (€ | M) =

holds, where Tpost, Tiike and wx represent the posterior, likelihood and prior density, respec-
tively. Moreover, wyr is the marginal distribution of the measurement M.



3.2 Example: Gaussian posterior

Let us next move to studying how the posterior density looks like in the canonical example
when the prior and likelihood have Gaussian statistics. Before proceeding, we record what is
a Gaussian random variable on R"™.

Definition 3.2. Let xg € R™ and C € R™™ be a symmetric positive definite matriz. A
Gaussian n-variate random variable X with mean xo and covariance C is a random variable
with the probability density

—;ex —lx—:r e Mo -
) = e det© p( (o) O °)>'

We denote the Gaussian distribution by X ~ N (xg, Cp).

Let us recall that covariance matrix of (any) random variable X is defined by
C=EX -EX)(X —EX)'.

A Gaussian distribution is completely characterized by its mean and covariance.
. . . . 2
Notice that the expression (z — x9) " C~!(x — x() can also be written in form HC*1/2;1:H2

since due to our assumptions on C' the inverse square root C~1/2 is well-defined. Sometimes,

when the posteriori distribution is of the form const-exp(—F(z)), one can try to rewrite F as
a sum of a quadratic form and constant term in order to show that the posterior is Gaussian
(and to solve what is mean and covariance). This method is called completing the square and
it is what we essentially do in the following.

Since research on inverse problems most often is based on some model equation (5), we
have a connection between the likelihood and noise distributions.

Remark 3.3 (Likelihood). Suppose & ~ pe < Lg and Tpeise(€) = d“—g(e). The reqular
conditional probability satisfies

P(MeFE|X =z)=PAz+E € E)=P(E € {e—Ax|ec E}).
Therefore, it must hold that
7'[-lik’e(7n|5c) = Tnoise (m - A:L')

In order to analyse the Gaussian posterior further, we need some machinery from linear
algebra.

Definition 3.4. Let
c_ (6 Cr
Co1 O
be a positive definite symmetric matriz. We define the Schur complements éjj of Cj;, 7 =1,2,
by

522 = 011—01202_21021 and
Ci1y = Oy — COnC'Cha.



Lemma 3.5. The Schur complements éjj are invertible and
o[ Coyt ~Cyy' C12C)
—C'Cn ! Crt
Proof. Left for exercise. O

For the following, let X ~ AN (z9,Cp) and £ ~ N(0,T). Recall that X and & are assumed
to be independent. Next, consider the distribution of the measurement M. The equality (5)
implies that we have mg := EM = Axy and

E(M —mo)(M —mg)" =E(AX — 20) + E)(AX —x0) + &) = ACYAT +T.
Moreover, we have
E(X — 20)(M —mg) T = E(X — 20)(A(X —x0) + &) = CoAT

The joint distribution of X and M then has a covariance

Co X ) X — o X — Zo T . C() C(]AT
M)~ M—mg) \M—-my) |~ \ACy ACYAT +T )
Therefore, it follows that
m(z,m) ~ ex (X —m Co CoAT X\’
=GP TN M —mg ) \ACy ACLAT +17) \ M —my

. .. X
In order to ease our notations, let Cjj;, 4,5 = 1,2, denote the components of Cov <M) In

addition, we make a simplification of assuming z¢o = 0 (and thus also my = 0). This can be
considered as a translation of the coordinates, and the equations below can be adjusted for
general case simply by replacing x with x — x¢ and m with m — my.

The crucial idea now is that we are interested in the posterior distribution only through
behaviour of z whereas m plays the role of constant for us. Therefore, we have by the Bayes
formula that

Tpost(z|m) =~ 7(z, m).

In consequence, the joint density of the form
1 ~ ~ ~
m(x,m) ~ exp <—2($TC'22156 — 22" Cpit C12C0tm + mTCnlm)>
~ Lo 1, \TA=1/ . -1
~ exp 2(;17 C12C55 m) ' Cyy (x — C12C5; m) + const

Now we obtain the mean and covariance of the posterior pipost(-|m) ~ N (Z, Cpost) as

Chost = Ch = Co — CoAT(ACOAT +T) "1 ACy (10)
and

Tpost = C12055'm = CoAT (ACoAT +T) " 'm.

Notice carefully that the covariance Cpog is independent of the mean zg (also mean of the
noise if that would be non-zero). Luckily, we have a more compact expression for these
objects.



Theorem 4. Let X ~ N (z0,Co) and & ~ N(0,T'), and assume that equation (5) holds. Then
we have

1 _ _ _
Tpost (M) =~ exp <—2(x — :U)TCpolst(x — :c)) ,
where
Cpost = (AT A+ C7H™ (11)
and
xpost = CpOst(ATrilm + Co_lx())' (12)

Proof. To show that the two expressions coincide we simply multiply (10) with the inverse of
(10) and hope to obtain an identity matrix:

(Co — CoAT(ACoAT +T) P ACH)(ATT A+ Cyt)
= (I - CoAT(ACoAT + D) 1A (I + CoATT 1 A)
=T+ CoATT YA - CoAT(ACoAT +T)YA(I + CoATT 1 A)
=T+CoA TT'A—CyA'TT 1A =1,

where on the third line we used the identity A(I +CoAT~1A) = (T +ACyAT)I' "1 A. Similar
deduction can be made if the order of matrices is reversed (i.e. AB = BA =1).
For the mean value notice that we can write

I — (D + ACYAT)TACoATT ! = (T + ACoAT) L. (13)
From equation (12) we obtain

Tpost = Cpost((cgoit - ATF_IA)SL'O + ATF_I’ITL)

= 29+ CpostATF_l(m — Axg).
A combination of (10) and (13) yields

Cpost ATT™H = CoATT ™' — CoAT (D + ACHAT) T AC AT
CoAT (T + ACHAT) ™!

and we are done. O

4 Posterior contraction with Gaussian distributions

Recall from introduction that the reconstruction error in inverse problems is a balance between
two factors: one generated by the modelling error of replacing (1) with a stable one and second
generated by the noise. In consequence, an optimal solution strategy (choosing «) is based on
an accurate estimate of the noise level. However, as we are talking about ill-posed problems,
it is important to analyse how the solution strategy works as the noise level is reduced. Does
the regularized solution converge to the 'true’ solution?

In Bayesian inversion the analysis of vanishing measurement noise is often called posterior
contraction or consistency related to individual estimators. In the following we consider
this problem for over- and underdetermined systems. The take-away message is that in
overdetermined systems, the prior plays no role in the limit. However, practical inverse
problems are usually underdetermined. We will notice that in this case a well-designed prior
distribution is essential in the limit.



Example 4.1 (Overdetermined system). Let us consider a measurement
M=gX+¢&

where g € R4\ {0} for d > 2 and the unknown X is one-dimensional. Suppose that X ~
N(0,1) and €& ~ N(0,0%I). Then by Theorem 4 we have

1 1
Tpost (M) =~ exp (—M|m —gX|3 - 2x2> .
and moreover - )
Tpost = % and U;%ost = %.
o? +|g] o? +|g]
In consequence, in the limit one obtains
T
T g m . 2
o =l () = 15 = argmin m — guf

and (Jgost)+ = lim, o O'gost = 0. We notice that for overdetermined problems the prior plays

no role in the limit of zero measurement noise.
Example 4.2 (Underdetermined system). Suppose d =1, n > 2 and
M=g'z+E,

where g € R™\ {0} and both the noise £ and the measurement M are one-dimensional. Let
us assume & ~ N(0,02%) and X ~ N(0,Cy). By Theorem J we get

Tpost (M) =~ exp (2}‘2|m —g'z* - ;:vTcolx)
and m
Tpost = m - Cog
together with .
Cpon = Co — 20

Again, going to the limit of zero measurement noise yields

t = im o) = L
xpost (}_1 0$post( ) chog C()g
and ( ’ |
. Cog)(Coyg
+ . _ (Cog)(Cog)
Cpost = (}'1“01 Cpost(o) = CO chog .

How to interpret this? On one hand, since C;Zstg =0 and (x;,rost)Tg = m, we see that the

posterior predicts the ’true’ solution in the subspace G spanned by the vector g. On the other
hand, we have no information from the complement subspace, and consequently the posterior
is fully described by the prior in G*-.



Lemma 4.3. Let p, ~ N (zp,Cy) and p ~ N(x,C) on R™. Suppose x,, — = and C,, — C in
the usual two-norm as n — co. It follows that the measures converge weakly, i.e., p, — .

Proof. This follows directly from Lemma C.3. Also, using the Definition C.1 we could prove
the claim by using the Lebesgue dominated convergence. O

Theorem 5. Let X ~ N (zo,Cy) and € ~ N(0,T(c)). If Null(A) = {0} and T'(c) = o*T,
v > 0, it follows that

Hpost (+|m) — 5%-;*0“

when o — 0 and where

2
a:;fost = arg min HF61/2(A1‘ — m)” .
x

Proof. From equations (12) and (11) we see that

Zpost = (ATFEIA + 02061)_1(141“51771 + 02061:1:0) and (14)
Cpost = 02 (AT A+ 020y H) (15)

Since A has a trivial null space, there exists « > 0 such that
(6, ATT5 A¢) = 052 AP > aleP

for all ¢ € R™. Therefore, the matrix ATTj'A is invertible. Now we can take o to zero in
(14) and get
x;_ost = ;13% wpost(a') = (ATFEIA)ilAFalm

and C’;;st — 0. By Lemma 4.3 we have the weak convergence.

Due to the trivial null space of A, the minimizer of

3 15"tz =

is unique and satisfies
Tp—1 g4+ _ ATp—1
ATy Az, = A Ty m.

This yields the claim. O

In the underdetermined setting A € R¥" where d < n. Below, we list some notations
that help us to formulate and prove the contraction result efficiently. Assume rank(A) = d so
that we can write

A=(40)Q",
where Q € R™*" is orthogonal (QTQ = QQT =1), Ay € R¥* is invertible and 0 € R¥*(n—d)
a zero matrix. Also, denote by Lo =TI' ! the precision matriz and

T Ly L
0T LoQ 11 112
- )
’ <L1T2 L22>

where L1, € R4 L[5 € RI*(=d) and Loy € RM=A*(n=d)  Both Ly; and Lyy inherit the
symmetricity and positive definiteness of Ly. Also, we write Q@ = (Q1Q2) with Q; € R™*¢
and Qq € R*(n—d),



Next we define vectors z € R and 2z’ € R"~¢, which we use to define the limiting posterior
mean. First, we set z to be the unique solution of

Aoz = m. (16)

We notice that if Ax = m for some x € R", then z = Q{z. On the other hand, Qg z is
not determined by the identity of x. Hence, z represents the information provided by the

measurement. Similarly, Q;— z is not determined by the measurement.
Let w € R? and w’ € R"% be defined via

Lorg = Q (;5/)

Y = — Ly Liyz + Ly w' € R"™% (17)

and set

Theorem 6. Let X ~ N (zo,Co) and € ~ N(0,T(0)). If T(0) = 0T, v > 0, and (2,2") is
defined by (16) and (17), it follows that

,upost('|m) - N(x;ost? Cp+ost)’

z _
where zf,, = Q (z,> and Cify = Q2L3, Qg .

Proof. We have
A4, 0
Tr—1 olog 4o T
AT A=Q ( 0 O) Q

and consequently

1 Tp—1
_ LATT'A+ Ly L
1 Q o2 0 11 12 T
Cpost < L, L22> Q-

By utilizing Schur complements we can prove

2(AJT 1 Ag) T 0
COs:Q< g 00 £0) >QT+A, 18
rost ~0% Loy L{5(Ag T ' Ao)™" Loy 1s)
where A = <§z 2;2) satisfies
1
—5 ([A11] + [Ag1|) = 0
g

as ¢ — 0 and |A1a| + |Agz| < Co? for some fixed constant C' > 0 (see Exercise 3.3). Now we

obtain
Cr ., = 1lim Cpost(0) = Q 0 01 Q'
pOSt c—0 pos 0 L2_2

as required.

Let us then consider the posterior mean. We see that

1 (AJT,! -
Tpost = Cpost <O’2Q < 000 > m + CO 1[13())



and by the definition of w and w’ we deduce that

L ATy 'm +w
Lpost = CpostQ <02 0 0/ > :

w

By equation (18) we have

. z z
‘}_IE)I%] xpost(o-) - Q <_L2—21LIQZ + L2—21w/) - Q <2/> )

which proves the claim. O

5 Well-posedness of Bayesian inversion

By well-posedness we refer to the continuity of the method of obtaining the posterior prob-
ability distribution with respect to different perturbations in the parameters. In practise,
this could mean for example the following: if we have two measurements close to each other,
does this mean the corresponding posterior distributions are close in some metric (see Section
C.2)? Recall that ill-posed problems generally are discontinuous in this regard, i.e. with-
out regularization small difference in measurements can induce arbitrarily large difference in
reconstructions. Does the Bayesian approach then regularize the problem? The answer is
yes under certain assumptions on the modelling. In the following we also consider how the
modelling error in prior is propagated to the posterior.
In the following we frequently write

Y (19)
for two functions f and g, if there is a constant ¢ > 0 such that

f<cg
almost everywhere.

5.1 Distance of posteriors in R"

Let us first consider the distance between Gaussian distributions to set the scene.

Example 5.1. Let 1 ~ N(x1,0%) and ps ~ N (z2,03) be two Gaussian probability measures
on (R,B(R)). As the reference measure v in the Hellinger distance we use the Lebesgue
measure. We have

1
dpen(pn, p2)? =1 — e /Rexp(—Q(x))dx,

where

Define v by



A change of variable y = © — % yields for r = #5%2 that

1 2 1 2
Qly) = pps (y—7)"+ pps (y+r)
y2 1 1 n 2
= _ - r -
272 \202  202) 7" T 292
1 z.o 22 72
= W) st
where z = y*r (% — %) Since
1 2
22 r2 (- 79)?
8v2 292 4(0} +03)
we find that
dpen(pi, p2)? = 1

= - %We){p <_(951—x2>2>

2no109 4(0? + 03)

_ 1 20109 exp <_ (I‘l — 1'2)2) ‘

a% + O'% 4(0% + a%)

This can be further approrimated by

o1 — 09)? x1 — 2)?
dyen(pi, p2)® < 1— 1_( 1 — 09) <1_(1 2))

O’% + O'% 4(0% + O'%)
)2 2
S L—y/1= (012 022) (9612 x2)2
of + o5 4(of + 03)

(01 —09)* | (z1 —19)?
O’% + 0’% 4(0% + O’%)

< (o1 —02)* + (21 — 32)%,

where the implicit constant of course depends on o1 and oo. This elegantly illustrates how the
study of the distance can be split into separation of standard deviations (or variances since
the difference is equivalent) and mean values. For notation < see (19).

Theorem 7. Let py ~ N(x1,C1) and pz2 ~ N(x2,C2) be two probability measures on R™.
Then we have

2, (detCy)Y* (det Co)'/* 1 (Gt O\
dreu(pr, p2)” =1 Cc iz P Qv (—5—) Arl, (20)
(det (552))

where Ax = 11 — T9.

Proof. Left for exercise. O



Let us next consider what implications Theorem 7 has for the posterior under perturba-
tions of the measurement or prior.

Theorem 8. Suppose mi, my € R? are the measurements obtained for problem (5). It follows
that

it (Hpost (-[m1); tipost (-|ma2)) < [lma = mall,

Proof. According to Theorem 4 we have

1 2 Tp—1
Ampost =T — Tpost = C'190515*’4 r (ml - mg),

post

where the posterior covariance
Cpost = (AT A+ CyH)~!

is independent of measurements. We deduce that

Az postC’ ostAl”post = (m — mg)TI’_lACpOStATF_l(ml —mg3)
2
1/2
- -]
< clmi—mall3

for some constant ¢ > 0 depending on the (bounded) norms of C. éft, AT and I'~1. Our result
follows from

e (ppost (-1m1) fpost (-|m2)) < 1 — exp(—c[my — ma|3) < &[lmy —malf3, (21)
where ¢ > 0 is a constant. Above, we used the fact exp(—t) > 1 —¢ for ¢ > 0. O

Next we compare Bayesian inference on the problem (5) based on one measurement m €
R? but two different prior distributions p; and pp. We denote the corresponding posterior
distributions by u}oost and ,u%ost, respectively.

Lemma 5.2. Let us assume the prior distributions are Gaussian with only difference in mean
values, i.e. p1 ~ N(x1,Cp) and ps ~ N (x2,Co). We have then

dHell(M;oshlu’;gost) S le - .%'2”2 :

Proof. The proof is similar to Theorem 8. We observe that
A$post = Cpostc(;l(xl - 1'2)

and consequently

Azl .C

postA'xPOSt . Hxl - %’2”2

post

An inequality similar to (21) finishes the proof. O

Lemma 5.3. Let us assume the prior distributions are Gaussian with only difference in
covariance, i.e. 1 ~ N(xg,C1) and pg ~ N (xg,C3). We have then

dzett(Ppost> Haost) S [[C1 = Caly -



Proof. Denote the posterior covariances by Cpost,1 and Cpost,2, respectively. Recall that
Cposty = (ATT 1A+ C;) -
and consider first the expressions appearing in the exponent in (20). The difference between
posterior means is given by
AZpost = (Cpost1 — Cpost2) A T m + (Cpost 1 C7 — Cpost 205 o (22)

The following line of argument is rather technical (I should check if there’s an easier way!).
However, the two main points are that for invertible matrices 77 and T» (of same size) we
have

- =T (- T

and we are basically only interested in the difference C; — C';. Norm of anything else is
constant (bigger than zero) to us. Hence, let us denote

Bl = C’post,l - Cpost,Q = Cpost,l( ;0151572 - C;o}gt’l)opostﬂ = Cpost,lcgl(cl - CQ)CflcpostQ
and consequently || Byl S ||C1 — Csq|. Similarly, let
B2 = C’post,lc';1 - Cv;laost,QCg1 = post,lel(CQ - C'l)ATF_I"élc’post,ZC’;1

which yields || Bz||, < [|C1 — Czl|. Consider writing out the term Zx;,st(Cposm+Cpost,2)_1x;,rost
with notations By and Bs. Direct bound obtained by factoring out norms of each involved
matrix yields

-1
Aw‘r <Cpost,1 + Cpost,Q ) AJZT

post 2 post

< |87, 1Billo + | BT [, 182l + || |, 181, + || B3 |, 1Bally S I = Cally. - (29)

Now let us turn our attention to the determinants in (20). First notice the equality

. 1/4

(det Cpost,1)1/4 (det Cpost,2)1/4 . (det(cpost,lcpost,Z)) (24)

1/2 _ 1/2°
C ost +C ost,2 I+C . C

det (””7”)) 14 Cpost,1Cpost.2

( D) det E D)

Moreover, for positive definite matrix C € R™" we know that

exp(Tr(I— C71Y)) < det(C) < exp(Tr(C —1)).

The idea is now that we take C' = Cposme
the distance to identity is of order ||C7 — Cs||, as we will see next. Since C’;OISMCPOSt’Q is

symmetric and positive definite (particularly invertible), we have a lower bound to the right
hand side of (24) by

olst o9, which is rather close to identity. In fact,

(exp (Tr(I — C};ét??Cpost?l)))lM

. 7
<eXp (Tr(prczmstélcpos'%? B I)>>

1 _ _
— exp <—4Tr(0p018t720p05t71 + Ok Chosta — 21)> > exp (b ICy — 02||§) (25)




for some constant b > 0, since C+C'-2lis positive definite (implying we can bound the
trace by n-times the norm). The bound is obtained by computing

Cz;lstgcpost,l -1 = (ATF_IA + Cgl)(ATF_lA + C;l)_l -1
= (Gt -orhH ATt A+ o
(similarly to the other term) and consequently

Crost 2Cpost.1 + Cros1Cpost.2 — 21 = (C5 1 = C7 1) Crost,1(Cy " = C7 1) Chpost 2.

What we get is
_ —1112 2
H post2 post 1+ Crot post, 1Cpost2 - QIH HCI T 02 1H2 5 ||Cl - 02”2
and hence (25). Finally, putting together (23) and (25) we obtain

die(Iposts Hpost)® < 1—exp(c||Cr = Cal3) < ¢ ||C1 = Calf3
for some constant ¢ > 0. O

Theorem 9. Suppose our two priors are g ~ N (x1,C1) and pg ~ N (x2,C3). It follows that

A (post Prost) S 21 — @2]ly 4+ [|C1 — Call, -

Proof. Let us define an auxiliary prior ug ~ N (z3,C3) and the corresponding posterior ug’ost.
By triangle inequality and Lemmas 5.2 and 5.3 we have

dHell(:u;ost? :ufaost) < dHell(Myloost? Hgost) + dHell(:U’f)osta .uzost) 5 H-Tl - l’2||2 + HCl - 02”2 )

5.2 Stability and non-linear problems in Banach spaces

To be continued.

A Crash course on probability in Banach spaces

The infinite-dimensional models corresponding to our inverse problem (1) are often set up in
Banach spaces. In the deterministic framework this is often due to the possibly complicated
model (properties of operator A) itself but also due to many interesting phenomena, like
sparse regularization schemes (see e.g. [?]), being naturally described in them. As we will see,
in the probabilistic framework separable Banach spaces are as well rather natural framework
for setting up our basic tools for the Bayesian inference.

A Banach space B is a complete normed vector space. Here, we consider only spaces with
real scalar field.

Example A.1. Three canonical example of Banach spaces are:



e C([0,1]) consisting of all continuous functions u : [0,1] — R with the norm

HUHC([O,ID = Orgfg(l |u(t)]-

In fact, continuous functions on a compact metric space always form a Banach space.

e LP(0,1) consisting of all (equivalent classes of ) measurable functions u : (0,1) — R that

are finite under the norm
1 1/p
ol = [ Tuteat)

e 1°°(0,1) consisting of all measurable functions u : (0,1) — R that are finite under the
norm
[ull oo 0,1y = If{C = 0 |u(a)| < C for almost every x}
(Think about taking a supremum over suitable representative of the equivalence classes)
A Banach space B is called separable if there exists a countable set {x;};cny C B which is
dense in B. Out of the three examples above the first two are separable, but L>°(0, 1) is not.

The dual space of B (denoted by B*) is defined as the space of all continuous linear
mappings from B to R. The space B* has a Banach structure with respect to the norm

2" g = sup (2%, z)pxp,
[zl p<1
where we have introduced the notation of duality pairing (z*,x)p+xp = x*(x). We often

neglect the subscript B* x B in the duality (also the order of B and B* varies) if no confusion
arises. The Hahn-Banach extension theorem now states that if B’ is a closed subspace of B,
then for all y* € (B')* there exists an 2* € B* such that z*|p = y* and [[z*(| 5. = [[y*|| -
This immediately implies that for all z € B we have
|z]lg = sup (z,z%).
lz*)<1

(Take B’ to be the linear span of x and set y* : cx — ¢.)

If f: By — By is measurable between (Bj,B(B;)), 7 = 1,2, and p; is a probability
measure on Bj, then we write po = ffu; for the push-forward mapping of the measure, i.e.,

pa(E) = pa(f~H(E))

for all E € B(B2).
Let us next state the Kolmogorov extension theorem which provides deep insight into
understanding infinite dimensional probability theory.

Theorem 10. Let B be a Banach space and let T be an arbitrary set. Assume that for any
finite subset J C T we are given a probability measure P on the finite product space BY .
Assume furthermore that the family of measures Py us consistent in the sense that if K C J
and 117 i : BJ — XX denotes the natural projection map, then

H?MIPJ — Py.

Then there exists a unique probability measure P on B endowed with the product o-algebra
with the property that HﬁI 7P =Py for every finite subset J C I.



This highly non-trivial statement says (very roughly!) that if one knows the probability
distribution of any finite number of components of a random vector or function then this
information (if it’s consistent) determines the probability distribution of the whole random
vector or function. Being able to reduce the study of infinite dimensional distributions into
finite dimensions is the backbone of many definitions and results used here.

Lemma A.2. Let B be a separable Banach space and let 1 and po be two probability measures
n (B, B(B)). If
for all x* € B*, then p1 = uo.

For the proof, see [2, Prop. 3.6.].

Next we very briefly touch the topic of integration over B-valued functions. Let f: Q2 — B
be Borel measurable function. We say f is integrable with respect to P, if w — || f(w)| 5 €
LY(,P). A simple function g on B is a function of the form

N
n=1

where E, C B(B), n=1,...,N. Given a P-integrable f we define its Bochner-integral by

[ ) = lin [ f.@)de0)

for any F € B(B), where {f, }nen is a sequence of simple functions such that

lim / | ulw) — F(@)l] s dP(w) = 0.

n—o0

It turns out that the definition above does not depend on the approximative sequence. More-
over, the integral is linear and satisfies

/ f(@)dP(w)) = / (", f())dP(w)
F F

for any z* € B*.
We say that p on (B, B(B)) has finite expectation if x — x is integrable with respect to
. In this case the mean value is defined as the Bochner integral

E“(x)—/Bde(:n).

Similarly, p is said to have finite variance if z — |z|% is integrable with respect to .
Measures with finite variance give rise to two interesting bilinear forms on B*. Namely, the
correlation

k(e y") = /B (" )" ) dp(x)

for all x*,y* € B* and the covariance

culz”,y’) = /B<g;*,g; — B (@) (y", © — BN (2))dp(z).



Both, k, and ¢, are symmetric and positive on bilinear forms on B*.
There is a linear bounded operator C,, : B* — B satisfying

<‘T*a Cuy*> = C/J«(x*v y*)
for all *, y* € B* by setting
Cuy* = /Baz<y*, z)du(x).

The operator C), is called the covariance operator. However, one has to be careful with this
definition in general (see discussion in [1, p. 84]).
The Fourier transform (or characteristic function) i : B* — C is defined by

@) = [ explile’ ))dn(o).

Lemma A.3. Let u1 and ps be any two probability measures on a separable Banach space B.
If we have

for all x* € B*, then p1 = pe.
Proof: (ADD REF)

B Gaussian measures

As we have pointed out earlier, there is no equivalent to Lebesgue measure in infinite dimen-
sions. Hence similar construction of a Gaussian distribution as in R™ is not possible. However,
given the tools covered in the previous section, we now understand that the probability dis-
tribution on a separable Banach space can be considered via finite-dimensional projections.

Definition B.1. A probability measure p on a separable Banach space (B, B(B)) is Gaussian
if for all x* € B*, the push-forward (z*)*u is Gaussian on (R, B(R)). Similarly, a random
variable X : Q — B is Gaussian if (z*, X) is Gaussian for all z* € B*.

The characteristic function of a Gaussian random variable X with mean EX € B and
covariance operator Cx : B* — B satisfies

Eexp(—i{z*, X)) = exp <i<x*,EX> - ;(Cxx*,x*>> . (26)

This equality can be highly useful and hence the proof is left as an exercise.

Lemma B.2. Let X and Y be independent and identically distributed zero-mean Gaussian
random variables on a separable Banach space (B,B(B)). Then

X+Y X-Y
= and V= ——+—
V2 V2

are independent and have the same distribution as X (andY").

U




Proof. Let p denote the probability distribution of X and Y. From (26) we know that
Y 1 *
ia”) = exp(=5q(z7)),

where ¢(z*) = E(X, 2*)? = E(Y>2*)2. Independency of X and Y yield that

Eexp(—i(U,2%)) = Eexp(—im=(X,2"))-Eexp(—i—(¥,2"))

V2 V2
= exp({ale") - exp(a(e)) = expl5a(a"))

Due to the uniqueness of the Fourier transform we have U ~ X ~ Y. Similar computation
yields that V ~ X.

Let us write pyyy for the joint distribution of U and V on B x B. We prove the
independency by checking that iy = px p. Identifying (B x B)* with B* x B* with duality
((z,y).(z*,y")) = (z,2*) + (y,y*), by the uniqueness theorem for the Fourier transform it is
enough to prove that [y y)(z*,y*) = fi(z*)a(y*) for ¥, y* € B*. This follows from

() = Bexp (— (X" +97) + (V" =)
= exp <—iq($* + y*)> exp <—iq(fv* - y*)>

— o (—5ate) + o))

= A,
O

Theorem 11 (Fernique). Let X : Q — B be a zero-mean Gaussian random variable, where
B is a separable Banach space. There exists a constant > 0 such that

Eexp(8 | X[3) < .

Proof. Let X’ be an independent copy of X. Fix t > s > 0. Then according to the previous
Lemma we have

P(X[| <s) P(X||>t) = P <’ X-X'_ 2H) o (\ X+ X’

V2 V2
X — 1 X7 X+ 1 X7
: (et g1
< p <||X|| - t‘ﬂs IX|| > t;;) ,

where the last inequality follows from the set inclusion

{(g,n)eRi|\g—nygﬂsandg+n>\f2t}c{(f,n)eRi!§>t\;;andn>t_\/;}-

Due to the independence and same distribution we now have achieved inequality

t—s 2
B(IX] < P(IX] > ©) < <IP’(||X|| o ) |



Next, choose r > 0 such that P(|| X|| <r) > % Define t,, recursively by

to ==,
ty =17+ V2th_1.

By induction we find that

272 —1 n+4
th=—F7——1r <2727
2—-1

N

Let us set
_ P(IX > )

C O P(IX[ <)

(679

_2
Note that o < 1T3 = % Putting s = r and t = t,,11 we obtain

IP>(||X|!>7fn)>2 2
’ PAIX] < 7)

w

Therefore, o, < 04(2]" < 272" and, consequently,
P(| X[ > tn) = cP(|| X[ < 7) < 277"
Now we wrap up the proof by estimating the expectation in a clever way

Eexp(B[1X[*) < P(|X] < to) exp(B85) + Y Pltn < | X < tns1) exp(Bt; 1)

n=0

exp(Btg) + D> 277" exp(Br*2"H9)

n=0

= exp(Btd) + Z exp (2"(—log2 + 325r?))

n=0

IN

and this sum converges if 8 > 0 satisfies

log 2

< 322"

This concludes the proof. ]

A measure is called quasi-invariant towards direction h, if the translated measure pp(+) =
w(- — h) is absolutely continuous with respect to u. Characterizing the set of such directions
is useful in infinite-dimensional stochastics and also in Bayesian inversion. For a Gaussian
measure p this set is completely characterized by so-called Cameron—Martin space, which is
a subspace of H, C B associated to the measure y with a Hilbert structure. Two surprising
effects appear (when dim(H,) = o). First, H,, is strictly smaller than B. Secondly, u(H,) =
0. Recall that in finite-dimensional setting where a Gaussian measure is quasi-invariant in any
direction. The take-home message is that in infinite-dimensional spaces probability measures
have a strong tendency of being mutually singular.



Definition B.3. The Cameron-Martin space H, of a Gaussian measure p on a separable
Banach space B is the completion of the linear subspace H,, C B defined by

I;TM = {h € B| there exists h* € B* such that h = C,h*}
under the norm ||h||z = (h,h)y = (h*,C,h*)p=xp. It is a Hilbert space endowed with the
scalar product (h, k), = (h*,C,k*)p=xB.

Theorem 12. For h € B define Tj,(x) =x+ h € B. Then T}Ep s absolutely continuous with
respect to p if and only if h € H,,. Furthermore, if h € H,, then

#
SO ) = exp (ot = g 101 ) € 2o

The following question arises: what does the inner product (x, h), stand for since z € H,,
with zero probability? One has to consider this as a function z — (z,h), € L?*(u) which is

defined as a limit of functions x + (x, hy,),, where h,, € Ji) u- The idea is to interpret the set

{h* | h e I;T#} C B* as a subset of L?(B, ), consider the completion in the norm IRIFETEm
and use identity (x,hn), = (z,h;)Bxp*. A more detailed discussion on this topic can be
found from the lecture notes of Martin Hairer [2].

C Convergence of probability measures

The results in this appendix are written for probability measures on a separable Banach space
(B,B(B)) with its Borel o-algebra. However, the structure of the space is not essential and
so just take B = R" if you will and keep in mind that B* = B = R” in that case.

C.1 Weak convergence

Definition C.1. Let u,, n € N and p be probability measures on (B,B(B)). Then we say
that py, converges weakly to p if for all f € Cy(B,R) it holds that

im [ @)oo /f Jaju(z

n—o0
If this is the case, we write p, — L.

Definition C.2. Let p be a probability measure on (B,B(B)). The characteristic function
Yy, B* — C is defined by

e i= [ explila’ ) c)ula).
Lemma C.3. Let p,, n € N, be probability measures on (B,B(B)). If for all z* € B* it
holds that

1 * *
5(33 , Cox >B*><B> ;

where xg € B and Cy : B* — B is symmetric positive-definite operator then

n — N(x07 00)7

Yy, (%) — exp ( (", x0) B*xB —

i.e., the measures converge to a Gaussian distribution with mean o € B and covariance
Cy: B*—> B.



C.2 Metrics on probability measures

Suppose p; and po are probability measures and v a o-finite measure on (B, B(B)). In this
subsection we assume that v satisfies 1 < v and pe < v simultaneously. Such a measure
surely exists since one can take v = 1(u1 + p2).

Definition C.4. Total variation distance between py and ps is defined by

dp  dps
drv (p1, p2) = / o dv dv.
In particular, if u; < p2, we have
1 dpy
d ! 1——1d
Tv(p, ') = 2/3 dji 122

Definition C.5. The Hellinger distance between 1 and po is defined by

dp [dps
dren(per, p2) I I

Again, if it holds that p; < pa, then

2

1 duy / [ duy
die , == 1— dv = 4|1 — —dus.
H zl(ﬂl MQ) 2/3( d/@) 2\ ds 12

Notice that the constant & 5 guarantees that

0 <dpy(p1,p2), dien(per, p2) < 1.

Lemma C.6. We have

N|=

1
—d , < dge , <d , .
NG v (p, p2) < dien(p, p2) < dpv(p, p2)

Proof. A lengthy calculation yields

B dul d/m dMl d,u2
dry (p1, p2) =
1 [d /d ? 1 /d /d ?
U1 M2 M1 M2
< - Y S il ) k)
- 2/B< dv d1/> v 2/3( d1/+ dy)d
[dpn — [dpo / d,Ul dM2
<
- ( dv dv dv

- /(WD

= V2dgeai(p, p2),



where we applied Cauchy—Schwarz inequality. The second inequality follows by using |\/a —

V| < \/a+ Vb, since

2
1 d d

dHell(Mh,uZ)? = 2/B<1— dl/ﬁ) dv = 1_/3\/;‘20[”2

\/dul \/d,UQ \/d,ufl \/d,UQ

= dTV(M17H2)~

dv

O

Lemma C.7. Let By and Bs be two separable Banach spaces. Let 1 and ps be probability
measures on (By,B(By)). Assume that f : By — By is Borel measurable and has finite second
moments with respect to p1 and po. If follows that

o) ) p1 2 p2 2 \1/2
I f =B g, <2 (B I3, + B 1F13,) © daen(pn, nz):

dpr  dpg

dv dv

A

Proof. Let v be the reference measure in the Hellinger distance. A short calculation yields
= B s, < [l v

- L(ENEVE) (VB )
) e )
S () o e (5 ).

M1 2 K2 2 \1/2
2 (B 113, + B 1£113,) " duen(ar, n2),

dpy d,u2
dv

IN
_—

R

IN
_—

where we used the Cauchy-Schwarz inequality and an inequality of type (a + b)? < 2(a? +
b2). O
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