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Suggestions to excercise problem sheet 6

Note. In the Problems 1-12 the j,k and n are always integers.

Note. The Problems 1-4 provide a proof of the Lévy’s Characterisation Theorem.

1. Suppose M is a 1-dimensional continuous local (Ft)-martingale. Show that for

every λ ∈ C, the process

Zλ
t := exp

(
λMt − 1

2λ
2〈M,M 〉t

)
is a local martingale. (Hint. Itō with f such that f(M, 〈M,M 〉) = Zλ).

Suggestion. Let’s denote At = 〈M,M 〉t. This is a continuous increasing, (Ft)-
adapted process.

Following the hint, let’s take f(x, y) = eλx−
1
2λ

2y. Then ∂xf = λf , ∂2
xf = λ2f and

∂yf = −1
2λ

2f . Therefore,

f(Mt, At) = f(M0, A0) +
ˆ t

0
λf(Ms, As) dMs −

ˆ t

0

1
2λ

2f(Ms, As) dAs

+
ˆ t

0

1
2λ

2f(Ms, As) d〈M,M 〉s

Since A = 〈M,M 〉 the two terms on the right cancel each other and we are left with

a local martingale term λf(Mt, At) dMt. This gives the claim.

2. Suppose X = (X1, . . . , Xd) is a d-dimensional continuous local (Ft)-martingale,

suppose X0 = 0 and suppose 〈Xj, Xk 〉t = [ j = k ]t. Show that for every f =
(f1, . . . , fd) with fj ∈ L2(R+) the process

Y f
t := exp

(
i

d∑
k=1

ˆ t

0
fk(Xs) dXk

s + 1
2

d∑
k=1

ˆ t

0
f 2
k (Xs) ds

)
is a complex and bounded martingale. (Hint. Problem 1 with suitable λ and M).

Suggestion. If we compare the claim of Problem 2 and the Problem 1. we should

try

Mt = α
d∑

k=1

ˆ t

0
fk(Xs) dXk

s



Then

〈M,M 〉t = α2
d∑

k,l=1

ˆ t

0
fk(Xs)fl(Xs) d〈Xk, X l 〉s

= α2
d∑

k=1

ˆ t

0
f 2
k (Xs) ds

since 〈Xk, X l 〉s = s[ k = l ]. With this choice the process Zλ of the Problem 1

coincides with Y f is

λα = i and − λ2α2 = 1

This has many solutions, one of which is λ = i, α = 1.

3. Suppose X is a (Ft)-adapted continuous d-dimensional process, X0 = 0 and let Y f

be the process as in Problem 2. Suppose for every f = (f1, . . . , fd) with fk ∈ L2(R+)
the process Y f is complex and bounded (Ft)-martingale. Show that

E0 [A ] exp
(
iξ · (Xt −Xs)

)
= P0 (A ) exp(−1

2 |ξ|
2(t− s))

holds for every s < t < u, every ξ ∈ Rd and every A ∈ Fs. (Hint. f =
(f1, . . . , fd) with fk(s) = ξk[ s ≤ u ])
Suggestion. The functions fk that were given as a hint are in L2(R+) since

ˆ ∞
0

f 2
k (s) ds = u ξ2

k <∞

Therefore, the corresponding process Y f is a complex and bounded martingale. Since

Y f is an exponential function, Y f
t 6= 0 for every t and so 1/Y f

s is well-defined. By

the martingale property

E0
(
[A ] Y

f
t

Y f
s

)
= E0

(
[A ]

E0
(
Y f
t |Fs

)
Y f
s

)
= E0

(
[A ] Y

f
s

Y f
s

)
= P0 (A )

holds for every A ∈ Fs and every s < t < u and since

Y f
t

Y f
s

= exp
(
i

d∑
k=1

ˆ t

s

fk(Xv) dXk
v + 1

2

d∑
k=1

ˆ t

s

f 2
k (Xv) dv

)
we are almost done. The latter (ordinary) integral is

∑
k

ˆ t

s

f 2
k (Xv) dv =

∑
k

ξ2
k

ˆ t

s

[ v ≤ u ] dv = |ξ|2(t− s)



since s < t < u. The former integral with respect to X is

∑
k

ˆ t

s

fk(Xv) dXk
v =

∑
k

ξk

ˆ t

s

[ v ≤ u ] dXk
v = ξ · (Xt −Xs)

If we combine all these we obtain

E0
(
[A ] Y

f
t

Y f
s

)
= E0 [A ] exp(iξ · (Xt −Xs)) e

1
2 |ξ|

2(t−s) = P0 (A )

which implies the claim.

4. Assume the same as in Problem 3. Show that for every s < t the increment

Xt−Xs is independent from Fs and show X has the same expectation and variance

as Brownian motion (i.e. show that X is (Ft)-Brownian motion).

Suggestion. We know from Problem 3. that

E0 [A ] exp(iξ · (Xt −Xs)) = P0 (A ) e−
1
2 |ξ|

2(t−s).

If we choose A = Ω and s = 0, then we obtain the characteristic function of Xt and

we notice that it coincide with the characteristic function of the Brownian motion

Bt at time t.

So it is enough to show the independence of the increment Xt − Xs from Fs.

Let’s denote the increment Z = i(Xt −Xs) and fξ(x) = exp(x · ξ). First we notice

(again), then when A = Ω we have

E0 fξ(Z) = e−
1
2 |ξ|

2(t−s)

and therefore,

E0 [A ]fξ(Z) = P0 (A ) E0 fξ(Z) = E0 [A ]E0 fξ(Z)

for every A ∈ Fs and for every fξ. When P0 (A ) 6= 0, we can hence deduce that

E0(fξ(Z) |A) = E0 fξ(Z)

for every ξ. If we define λ(U) = P0 (A )−1 P0 ( {Z ∈ U} ∩ A ) and µ(U) = P0 (Z ∈ U )
for every Borel set U ⊂ Rd we see that both λ and µ are Borel probability measures

on Rd and moreover, that

E0(f(Z) |A) =
ˆ
Rd

f(y)λ( dy)



and

E0 f(Z) =
ˆ
Rd

f(y)µ( dy)

for every bounded and measurable function f (why ? well, both can be easily seen

to hold for simple functions and then monotone convergence gives the general case).

Since fξ is a bounded and measurable function, we obtain that

ˆ
Rd

eiξ·yλ( dy) =
ˆ
Rd

eiξ·yµ( dy)

for every ξ or the characteristic functions of the probability measures λ and µ coin-

cide. Thus, λ = µ which means that

P0 ( {Z ∈ U} ∩ A )
P0 (A ) = P0 (Z ∈ U )

for every Borel set U or

P0 ( {Z ∈ U} ∩ A ) = P0 (A ) P0 (Z ∈ U )

for every Borel set U . This identity holds for every A ∈ Fs for which P0 (A ) 6= 0.

However, the identity clearly holds also for every P0 (A ) = 0. Thus Z is independent

from Fs and the claim follows.

In Problem 5-7 we look at convex functions.

5. Suppose f : R → R is a convex function. Show that if x′ < x are two points on

interval (−r/2, r/2), then

f(x′)− f(x) ≤ |x− x′|f(−r)− f(x′)
r + x

.

(Hint: in this case −r < x′ < x and then convexity)

Suggestion. A function is convex if f(xθ + y(1 − θ)) ≤ θf(x) + (1 − θ)f(y) for

every x < y and θ ∈ (0, 1).
In this case x′ is between −r and x and so there exists θ ∈ (0, 1) such that

x′ = θx+ (1− θ)(−r) =⇒ (x+ r)(1− θ) = (x− x′)

By convexity we have

f(x′) ≤ θf(x) + (1− θ)f(−r)



or

f(x′)− f(x) ≤ (1− θ)(f(−r)− f(x)) = (x− x′)f(−r)− f(x)
x+ r

which is the correct claim since the claim contains a misprint.

6. Continuing with Problem 5. show that if f is convex and |f | ≤ C on the interval

(−r, r) then

|f(x)− f(x′)| ≤ 4C
r
|x− x′|

for every x, x′ ∈ (−r/2, r/2) or in other words, f is locally Lipschitz if f is locally

bounded. (Hint: estimate the fraction in Problem 5, and repeat the construction for

x > x′.)

Suggestion. According to Problem 5. we know that

f(x′)− f(x) ≤ |x− x′|f(−r)− f(x)
x+ r

≤ |x− x′| 2C
x+ r

Since x > −r/2, we have x+ r > r/2 and so

f(x′)− f(x) ≤ |x− x′|4C
r

If we change the roles of x and x′ and we change −r to r, we can repeat the Problem

5 and obtain

f(x)− f(x′) ≤ |x− x′|f(r)− f(x′)
r − x′

≤ |x− x′| 2C
r − x′

Again, since x′ < r/2, r − x′ > r/2 and in both cases

f(x)− f(x′) ≤ |x− x′|4C
r

This implies the claim.

7. Let f : R→ R be a convex function. Let ψ ∈ C∞ which is zero outside an interval

(a, b) for a < b < 0, which is positive and which integrates to 1. Define

fn(x) = n

ˆ ∞
−∞

f(x+ y)ψ(ny) dy.

Show that fn is convex. (Hint. use the definition of convexity directly).



Suggestion. Let us take x < z and θ ∈ (0, 1) and let’s evaluate the fn at the

corresponding point and so

fn(xθ + z(1− θ)) = n

ˆ ∞
−∞

f(xθ + (1− θ)z + y)ψ(ny) dy.

Since (1− θ)y + θy = y for every y, we have

f(xθ + (1− θ)z + y) = f((x+ y)θ + (1− θ)(z + y)) ≤ θf(x+ y) + (1− θ)f(z + y)

Therefore,

fn(xθ + z(1− θ)) = n

ˆ ∞
−∞

f(xθ + (1− θ)z + y)ψ(ny) dy

≤ nθ

ˆ ∞
−∞

f(x+ y)ψ(ny) dy

+ n(1− θ)
ˆ ∞
−∞

f(z + y)ψ(ny) dy

= θfn(x) + (1− θ)fn(z)

and the claim follows.

8. Let f : R → R be a convex function and let ψ and fn be as in Problem 7. Show

that f ′n(x)→ f ′−(x).
Suggestion. Using the change of variables y′ = x+ y, we have that

fn(x) = n

ˆ ∞
−∞

f(y)ψ(n(y − x)) dy.

Since ψ is compactly supported and from lectures we know that f is locally bounded,

so we can differentiate under the integral sign by dominated convergence theorem

and thus,

f ′n(x) = −n2
ˆ ∞
−∞

f(y)ψ′(n(y − x)) dy.

Let’s change the integration variable once again, this time y′ = n(y−x), which means

y = x+ hy′ for h = n−1 and dy′ = n dy and therefore,

f ′n(x) = −n
ˆ ∞
−∞

f(x+ hy)ψ′(y) dy.

Let’s note that the left-handed derivative f ′−(x) can be defined as

f ′−(x) = lim
h→0

f(x− |h|)− f(x)
−|h|



Since f(x+hy)ψ′(y) = 0 for every y > b and b < 0, this means that if f(x+hy)ψ′(y) 6=
0, then hy = −|hy|. We can rewrite the expression we have for f ′n(x) to accomodate

this and so

f ′n(x) = −n
ˆ ∞
−∞

f(x+ hy)ψ′(y) dy

= −
ˆ ∞
−∞

f(x− |hy|)
−|hy|

yψ′(y) dy

= −
ˆ ∞
−∞

f(x− |hy|)− f(x) + f(x)
−|hy|

yψ′(y) dy

Assuming that we know that the left-handed derivative exists, then we can write

f(x− |hy|)− f(x) + f(x)
−|hy|

yψ′(y) = f ′−(x)yψ′(y) + nf(x)ψ′(y) + o(1)yψ′(y)

If we assume the existence of the left-handed derivative at x the last error term vanish

as n → ∞. The second term seems problematic, since when n → ∞ it explodes.

However, the integral of this vanishes for every n and so the limit is zero. Let’s verify

this

−
ˆ ∞
−∞

nf(x)ψ′(y) dy = −nf(x)
ˆ b/2

2a
ψ′(y) dy = −nf(x)(ψ(b/2)− ψ(2a)) = 0

since ψ vanishes outside the interval (a, b) ⊂ (−∞, 0). So by using the dominated

convergence theorem and arguments above we have deduced that

lim
n→∞

f ′n(x) = −
ˆ ∞
−∞

f ′−(x)yψ′(y) dy = −f ′−(x)
(
0−
ˆ ∞
−∞

ψ(y) dy
)

= f ′−(x)

where we used the integration by parts, the fact that ψ vanish outside (a, b) and the

fact that it integrates to one.

9. Suppose t 7→ p(t, x, y) ∈ C1(R+) and (x, y) 7→ p(t, x, y) ∈ C2(D) ∩ C1(D) and

that p satisfies the heat equation
∂tp(t, x, y) = 1

24xp(t, x, y), ∀(t, x, y) ∈ (0,∞)×D ×D

∂νp(t, x, y) = 0 ∀(t, x, y) ∈ (0,∞)× ∂D ×D

p(0, x, ·) = δx ∀x ∈ D

where ∂νp = ν(x) · ∇xp(t, x, y). Show that if p is unique, then

p(t+ s, x, y) =
ˆ
D

p(t, x, z)p(s, z, y) dz



holds for every t, s > 0 and x, y ∈ D. (Hint. differentiate both sides with s and use

the uniqueness of p)

Suggestion. The hint has it backwards, the differentation should be done with

respect to t. First of all, if we denote q(t, x) = p(t+ s, x, y), then
∂tq(t, x) = 1

24xq(t, x), ∀(t, x) ∈ (0,∞)×D

∂νq(t, x) = 0 ∀(t, x) ∈ (0,∞)× ∂D

q(0, x) = p(s, x, y) ∀x ∈ D

If we denote

q̃(t, x) =
ˆ
D

p(t, x, z)p(s, z, y) dz

then

q̃(0, x) = p(s, x, y)

and

q̃(t, x) =
ˆ
D

p(t, x, z)p(s, z, y) dz

when t > 0. Suppose t > 0. Since for every x ∈ D the z 7→ 4xp(t, x, z) is continuous

and bounded function in D we have

1
24xq̃(t, x) =

ˆ
D

1
24xp(t, x, z)p(s, z, y) dz

for x ∈ D and t > 0. Now since p satisfies the parabolic equation,

1
24xq̃(t, x) =

ˆ
D

∂tp(t, x, z)p(s, z, y) dz

but again the derivative can be taken outside of the integral and we have

1
24xq̃(t, x) =

ˆ
D

∂tp(t, x, z)p(s, z, y) dz = ∂tq̃(t, x)

for t > 0 and x ∈ D. In the same way we can move the differentiation to the normal

direction inside the integration since we assumed that x 7→ p(t, x, y) ∈ C1(D) and

we get

∂ν q̃(t, x) =
ˆ
D

∂νp(t, x, z)p(s, z, y) dz = 0

for every x ∈ ∂D and t > 0. So we see that q̃ also satisfies
∂tq̃(t, x) = 1

24xq̃(t, x), ∀(t, x) ∈ (0,∞)×D

∂ν q̃(t, x) = 0 ∀(t, x) ∈ (0,∞)× ∂D

q̃(0, x) = p(s, x, y) ∀x ∈ D



and so u(t, x, y) = q(t, x)− q̃(t, x) satisfies the homogenous equation
∂tũ(t, x, y) = 1

24xq̃(t, x, y), ∀(t, x, y) ∈ (0,∞)×D ×D

∂νu(t, x) = 0 ∀(t, x, y) ∈ (0,∞)× ∂D ×D

ũ(0, x, y) = 0 ∀x ∈ D, ∀y ∈ D

By uniqueness of the equation that p solves we deduce that u(t, x, y) = 0 for t ≥ 0,

x ∈ D and y ∈ D. But this implies the claim, since then q(t, x) = q̃(t, x) or

p(t+ s, x, y) =
ˆ
D

p(t, x, z)p(s, z, y) dz.

10. Suppose p is as in Problem 9. Show that
ˆ
D

p(t, x, y) dx = 1

for every t ≥ 0 and y ∈ D.

Suggestion. Let’s denote by

m(t) =
ˆ
D

p(t, x, y) dx

for t > 0 and let y ∈ D. Then m′(t) satisfies

m′(t) =
ˆ
D

∂tp(t, x, y) dx =
ˆ
D

1
24p(t, x, y) dx

and by Gauß divergence theorem this is
ˆ
D

1
24p(t, x, y) dx = 1

2

ˆ
∂D

∂νp(t, x, y)σ( dx) = 0.

Thus, m(t) = C(y) is constant in time and therefore,
ˆ
D

ˆ
D

ϕ(y)p(t, x, y) dx dy =
ˆ
D

ϕ(y)C(y) dy

for every t > 0 and every function ϕ. Since the left-hand side converges to

lim
t↓0
· · · =

ˆ
D

ϕ(y) dy

we obtain ˆ
D

C(y)ϕ(y) dy =
ˆ
D

ϕ(y) dy



or ˆ
D

(C(y)− 1)ϕ(y) dy = 0

for every ϕ. If we choose ϕ(y) = (C(y)− 1), then

ˆ
D

(C(y)− 1)2 dy = 0

or C(y) = 1 for almost every y ∈ D. Since

1 = C(y) = m(t) =
ˆ
D

p(t, x, y) dx

for almost every y and the right-hand side is continuous in y, we obtain that

1 =
ˆ
D

p(t, x, y) dx

for every y ∈ D.

Note that there is a potential cheating in the suggestion above, since we didn’t

say clearly why we could change the order or integration and differentiation (since we

could potentially have that 4p is not integrable over D. A way to do this properly

is to consider an increasing sequence of open sets Gn ⊂ Gn ⊂ D with smooth

boundaries that become closer to the boundary of D as n grows. Then we would

have

m(t) =
ˆ
Gn

p(t, x, y) dx+ o(1) = mn(t) + o(1)

for t < ρ for some fixed ρ. Now p is twice continuously differentiable in Gn and so we

can justify the differentiation under the integral by dominated convergence. Thus,

by similar method

m′n(t) =
ˆ
Gn

1
24xp(t, x, y) dx = 1

2

ˆ
∂Gn

∂νp(t, x, y)σ( dy).

Now since we assumed that p is continuously differentiable onto the boundary and

∂νp(t, x, y) = 0 on ∂D we can deduce that for large n the derivative |m′n(t)| < ε for

t < ρ. Therefore,

|mn(t)−mn(0)| ≤ ερ

and combining this with m(t) = mn(t) + o(1) we can say that

m(t) = mn(0) + o(1)



for t < ρ. In particular, if we choose 0 < s < ρ, we obtain

m(t)−m(s) = o(1)

and now letting n → ∞, we get m(t) = m(s) and we can proceed as before. Note

also that we didn’t just write m(0) = 1 since we didn’t have a meaning for integral

like ˆ
D

δx(·) dx

but we could interpret it viaˆ
D

ϕ(y)
ˆ
D

p(t, x, y) dx dy =
ˆ
D

ˆ
D

ϕ(y)p(t, x, y) dy dx

and then using the compactness on D and the convergence

lim
t→0

ˆ
D

ϕ(y)p(t, x, y) dy = ϕ(x)

for every x ∈ D. Moreover, we need ϕ to be continuous, and therefore, the choice

ϕ(y) = C(y) − 1 is allowed only when C is continuous, but this follows from the

continuity of p with respect to y.

11. Suppose p is as in Problem 9 and assume that p is unique. If we know in addition

that p(t, x, y) ≥ 0 for t ≥ 0, show that p is a probability transition density of some

Feller process (Xt) with the state space D.

Suggestion. So we need to show that the transition function Pt of X is given by

Ptf(x) =
ˆ
D

p(t, x, y)f(y) dy.

For this we only need to verify that (Pt) is a Feller semigroup. From the assumption

p ≥ 0, it follows that Ptf ≤ Ptg for every f ≤ g, since if g ≥ f , then

Pt(g − f)(x) =
ˆ
D

p(t, x, y)(g − f)(y) dy ≥ 0.

The fact that Pt1 = 1 can be shown as follows. Since

Pt1(x) =
ˆ
D

p(t, x, y) dy

we notice that f = Pt1 solves the equation∂tf = 1
24f

∂νf = 0



by differentiation in the same way as in Problem 9. When t = 0, we have that

P01(x) = 1 for every x ∈ D. The function v(t, x) = 1 solves the same equation with

the same initial value x 7→ v(0, x) = 1. By uniqueness, f = v, or Pt1(x) = 1 for

every x.

The semigroup property follows from Problem 9, since

Pt+sf(x) =
ˆ
D

p(t+ s, x, y)f(y) dy =
ˆ
D

ˆ
D

p(t, x, z)p(s, z, y)f(y) dz dy

=
ˆ
D

p(t, x, z)Psf(z) dz = PtPsf(x)

and the fact that limt↓0 Ptf(x) = f(x) is the initial value assumption for the function

p. The only thing to verify still is that Ptf ∈ C∞(D) when f ∈ C∞(D). Since D is

compact, this is equivalent with Ptf ∈ C(D) when f ∈ C(D). But this follows since

x 7→ p(t, x, y) is continuous function and so Ptf ∈ C(D) even for every bounded and

measurable f : D → R.


