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## Kolmogorov's axioms: probability space

- a set $\Omega$ ("sample space", "set of possible outcomes")
- $\sigma$-algebra $\mathcal{F}$ : collection of subsets of $\Omega$ ("events")
( $\sigma$-1) $\varnothing \in \mathcal{F}$
$(\sigma-2) E \in \mathcal{F} \Rightarrow \Omega \backslash E \in \mathcal{F}$
$(\sigma-2) E_{n} \in \mathcal{F}(n \in \mathbb{N}) \Rightarrow \cup_{n \in \mathbb{N}} E_{n} \in \mathcal{F}$
- probability measure $\mathrm{P}: \mathcal{F} \rightarrow[0,1]$
(P-1) $\mathrm{P}[\Omega]=1$
(P-2) $E_{n} \in \mathcal{F}(n \in \mathbb{N})$ disjoint, i.e. $E_{n} \cap E_{m}=\varnothing$ for $n \neq m \Rightarrow$ $\mathrm{P}\left[\cup_{n \in \mathbb{N}} E_{n}\right]=\sum_{n \in \mathbb{N}} \mathrm{P}\left[E_{n}\right]$
probability theory, $(\Omega, \mathcal{F}, \mathrm{P})$
event, $E \in \mathcal{F}(E \subset \Omega)$ probability, $\mathrm{P}[E]$
random variable, $X: \Omega \rightarrow \mathbb{R}$ expected value, $\mathrm{E}[X]$
a.s. $=$ almost surely
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\begin{aligned}
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& (\sigma-2) E_{n} \in \mathcal{F}(n \in \mathbb{N}) \Rightarrow \cup_{n \in \mathbb{N}} E_{n} \in \mathcal{F}
\end{aligned}
$$

- probability measure $\mathrm{P}: \mathcal{F} \rightarrow[0,1]$

$$
\mu: \Sigma \rightarrow[0,+\infty]
$$

(P-1) $\mathrm{P}[\Omega]=1$
(P-2) $E_{n} \in \mathcal{F}(n \in \mathbb{N})$ disjoint, i.e. $E_{n} \cap E_{m}=\varnothing$ for $n \neq m \Rightarrow$

$$
\mathrm{P}\left[\cup_{n \in \mathbb{N}} E_{n}\right]=\sum_{n \in \mathbb{N}} \mathrm{P}\left[E_{n}\right]
$$

measure theory, $(\mathfrak{X}, \Sigma, \mu)$
measurable set, $A \in \Sigma(A \subset \mathfrak{X})$ measure, $\mu[A]$
measurable function, $f: \mathfrak{X} \rightarrow \mathbb{R}$ integral, $\int_{\mathfrak{X}} f \mathrm{~d} \mu$
a.e. $=$ almost everywhere
probability theory, $(\Omega, \mathcal{F}, \mathrm{P})$ event, $E \in \mathcal{F}(E \subset \Omega)$ probability, $\mathrm{P}[E]$ random variable, $X: \Omega \rightarrow \mathbb{R}$ expected value, $\mathrm{E}[X]$
a.s. $=$ almost surely

## Expected value: examples/construction

- Indicator $\mathbb{I}_{E}$ of an event $E$

$$
\mathbb{I}_{E}(\omega)=\left\{\begin{array}{ll}
1 & \text { if } \omega \in E \\
0 & \text { if } \omega \notin E
\end{array}, \quad E\left[\mathbb{I}_{E}\right]=P[E]\right.
$$
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- Non-negative random variable $X \geq 0$ approximate from below by $\left(X_{n}\right)_{n \in \mathbb{N}}$ simple, $X_{n} \nearrow X$
e.g. $X_{n}=\sum_{j=1}^{4^{n}-1} \frac{j}{2^{n}} \mathbb{I}_{\left\{j 2^{-n} \leq X<(j+1) 2^{-n}\right\}}+2^{n} \mathbb{I}_{\left\{X \geq 2^{n}\right\}}, \quad \mathrm{E}[X]=\lim _{n \rightarrow \infty} \mathrm{E}\left[X_{n}\right]$
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- Non-negative random variable $X \geq 0$ approximate from below by $\left(X_{n}\right)_{n \in \mathbb{N}}$ simple, $X_{n} \nearrow X$

$$
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- Integrable random variable $X \in L^{1}(\mathrm{P})$, i.e., $\mathrm{E}[|X|]<\infty$

$$
X=X_{+}-X_{-} \text {with } X_{+}, X_{-} \geq 0, \quad \mathrm{E}[X]=\mathrm{E}\left[X_{+}\right]-\mathrm{E}\left[X_{-}\right]
$$

## Useful results from measure theory

Exchange of limit and integration:

$$
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## Distribution of real-valued random variable

$$
\mathbb{R} \text {-valued random variable } \quad X: \Omega \rightarrow \mathbb{R}
$$

Distribution of $X: \mu=\mu_{X}$
the probability measure on $\mathbb{R}$ given by

$$
\mu[B]=P[X \in B] \quad(B \subset \mathbb{R} \text { Borel set })
$$

Cumulative distribution function (cdf): $F=F_{X}$
$F: \mathbb{R} \rightarrow[0,1]$ given by $F(x)=\mathrm{P}[X \leq x]$

- $F$ is non-decreasing
- $F(x) \searrow 0$ as $x \searrow-\infty$, and $F(x) \nmid 1$ as $x \nrightarrow+\infty$
- $F$ is right continuous: $F(x) \searrow F\left(x_{0}\right)$ as $x \searrow x_{0}$

Characteristic function: $\chi=\chi x$
$\chi: \mathbb{R} \rightarrow \mathbb{C}$ given by $\chi(\theta)=\mathbb{E}\left[e^{i \theta X}\right]$

- $\chi$ is continuous and $\chi(0)=1$
- $|\chi(\theta)| \leq 1$ and $\chi(-\theta)=\overline{\chi(\theta)}$
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