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Kolmogorov's axioms: probability space

e aset Q (“sample space”, “set of possible outcomes”)
e o-algebra F: collection of subsets of QO (“events”)
(0-1) geF
(0-2) EeF = QNEeF
(0-2) EpeF (neN) = UpnEneF
@ probability measure P: F — [0, 1]
(P-1) P[Q]=1
(P-2) E,eF (neN) disjoint, i.e. E;nEp = for nm =
P[UnEN En] = YoneN P[En]

probability theory, (Q, F,P)

event, Ee F (E c Q)
probability, P[E]
random variable, X: Q - R
expected value, E[X]
a.s. = almost surely




Kolmogorov's axioms: probability space

e aset Q (“sample space”, “set of possible outcomes”) X
e o-algebra F: collection of subsets of QO (“events”) r
(0-1) geF

(0-2) EeF = QNEeF
(0-2) EpeF (neN) = UpnEneF
@ probability measure P: F — [0, 1] wX - [0,+00]
(P-1) P[Q] =1 wl@]=0
(P-2) E,eF (neN) disjoint, i.e. E,nE, =@ forn¥m =
P[UnEN En] = ZneNP[En]

measure theory, (X, Z, 1) probability theory, (Q, F,P)
measurable set, Ae X (Ac X) event, E e F (EcQ)

measure, n[A] probability, P[E]
measurable function, f:X - R | random variable, X:Q - R
integral, [, fdp expected value, E[X]

a.e. = almost everywhere a.s. = almost surely
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Expected value: examples/construction

@ Indicator Ig of an event E

1 ifweE
i - ,
e(w) {0 ifweE

e Simple random variable X (finitely many possible values)

X=%xlg (EnE=oVi+j), E[X]=) xP[E]
j=1 j=1

E[le] = PLE]

@ Non-negative random variable X >0
approximate from below by (X,) ey simple, X, ~ X

a1
eg Xn= ), #H{jQ*"SX<(j+1)2*"}+2”H{X22"}v E[X] = lim E[X,]
=1

o Integrable random variable X € L}(P), i.e., E[|X|] < o0
X =X, - X_with X,,X_>0,  E[X]=E[X,]-E[X_]
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Useful results from measure theory

Exchange of limit and integration: (f,) ey m22e ftions o %
@ Monotone convergence theorem
f, non-negative, and £, 1 f
@ Dominated convergence theorem
|f,| < g for some g € L*(n), and f, — f

= fim ) du= Jim ([ fru)

Exchange of order of integrations: f:X; x X5 — R mable ftion

u1 and pp two (o-finite) measures on X; and X3, respectively
@ Fubini’s theorem
f>0 or fel'(u®u)

= 11xx2fd(ul®u2): fxl(fx f(leX2)dH2(X2))dH1(X1)
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Useful results from measure theory

e Fatou's lemma _
(fa)nen non-neg. m2Rle ffons —  [(jiminf £,) < liminf(/ f,)
Exchange of limit and integration: (f,) ey m22e ftions o %
@ Monotone convergence theorem
f, non-negative, and £, 1 f
@ Dominated convergence theorem
|f,| < g for some g € L*(n), and f, — f

= [ Clim Byau=fim ( f frau)

Exchange of order of integrations: f:X; x X5 — R mable ftion

u1 and pp two (o-finite) measures on X; and X3, respectively
@ Fubini’s theorem
f>0 or fel'(u ®u)

= x”xzfd(Hl@Hz): fxl(fx f(leX2)dH2(X2))dH1(X1)
) ﬂez(/ Flxa, X2)d“1(xl))dH2(X2)
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Distribution of real-valued random variable

R-valued random variable X:0-R
Distribution of X: p = px

the probability measure on R given by
u[B] =P[X € B] (B c R Borel set)

Cumulative distribution function (cdf): F = Fx
F:R — [0,1] given by F(x) =P[X < x]
e F is non-decreasing

o F(x)N0asx N —-oo,and F(x) 7 1asx 7 +oo
o F is right continuous: F(x) N F(xp) as x \ xg

Characteristic function: x = X x
x:R = C given by x(0) = E[e®X]
e X is continuous and x(0) =1
o [x(8)[< 1 and x(-0) =x(8)
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Independence

Independence: abbreviated 1

sub-o-algebras G1,G>,G3,...c F
1 iff forall Gi€Gi, GoeGo, ..., G, € G, we have
P[Gin Gan-nG,] =TI} P[G]
random variables X1, X5, X3, . ..
1 iff the sigma-algebra generated by them are 1
events £q, B>, E3,... € F
1 iff their indicators are 1






