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Stochastic analysis, 4. exercises
Janne Junnila

February 12, 2013

Exercise 1 Let 𝜏1(𝜔) and 𝜏2(𝜔) be stopping times with respect to the filtration
𝔽 = (ℱu� : 𝑡 ∈ 𝑇) taking values in 𝑇 . Here 𝑇 could be either ℝ+ or ℕ.

Use the definition of stopping time to show that 𝜎(𝜔) = min(𝜏1(𝜔), 𝜏2(𝜔)) is a
𝔽-stopping time.

Solution 1 We have

{𝜎(𝜔) ≤ 𝑡} = {𝜔 : 𝜏1(𝜔) ≤ 𝑡 or 𝜏2(𝜔) ≤ 𝑡} = {𝜏1(𝜔) ≤ 𝑡} ∪ {𝜏2(𝜔) ≤ 𝑡} ∈ ℱu�,

so 𝜎 is a stopping time.

Exercise 2 Let (𝑀u� : 𝑡 ∈ ℝ+) be a 𝔽-martingale, and 𝜏 a 𝔽-stopping time.

Show that the stopped process (𝑀u�∧u� : 𝑡 ∈ ℝ+)

𝑀 u�
u� (𝜔) = 𝑀u�∧u�(𝜔) = 𝑀u�(𝜔)𝟏(𝑡 ≤ 𝜏(𝜔)) + 𝑀u�(u�)(𝜔)𝟏(𝑡 > 𝜏(𝜔))

is a 𝔽-martingale.

Solution 2

Exercise 3 Let (𝑀u�(𝜔))u�∈u� be a martingale with respect to the filtration 𝔽 = (ℱu�)
with 𝑀0(𝜔) = 0. Here 𝑇 could be either ℝ+ or ℕ.

Define a family of random times 𝜏u� : 𝑥 ∈ ℝ

𝜏u�(𝜔) = { inf{𝑠 : 𝑀u� ≥ 𝑥} for 𝑥 ≥ 0
inf{𝑠 : 𝑀u� ≤ 𝑥} for 𝑥 < 0

Show that 𝜏u� is a stopping time.

Solution 3 Assume that 𝑇 = ℕ. Then if 𝑥 ≥ 0

{𝜏u� ≤ 𝑡} = {inf{𝑠 : 𝑀u� ≥ 𝑥} ≤ 𝑡} = {𝑀u� ≥ 𝑥 for some 𝑠 ≤ 𝑡} =
u�

⋃
u�=1

{𝑀u� ≥ 𝑥},

where {𝑀u� ≥ 𝑥} ∈ ℱu� ⊂ ℱu�, so {𝜏u� ≤ 𝑡} ∈ ℱu�. Thus 𝜏u� is a stopping time. Similarly if
𝑥 < 0, then

{𝜏u� ≤ 𝑡} = {inf{𝑠 : 𝑀u� ≤ 𝑥} ≤ 𝑡} = {𝑀u� ≤ 𝑥 for some 𝑠 ≤ 𝑡} =
u�

⋃
u�=1

{𝑀u� ≤ 𝑥} ∈ ℱu�.
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Exercise 4 Let

𝑀u�(𝜔) =
u�

∑
u�=1

𝑋u�(𝜔)

be a binary random walk where 𝑡 ∈ ℕ and (𝑋u� : 𝑠 ∈ ℕ) are i.i.d. random variables
with

𝑃(𝑋u� = ±1) = 𝑃(𝑋u� = ±1|ℱu�−1) = 1⁄2.

𝑋u� is ℱu� measurable and 𝑃-independent from ℱu�−1.

• Show that (𝑀u�)u�∈ℕ and (𝑀 2
u� − 𝑡)u�∈ℕ are 𝔽-martingales.

• Consider the stopping time 𝜎(𝜔) = min(𝜏u�, 𝜏u�) where 𝑎 < 0 < 𝑏 ∈ ℕ, and the
stopped martingales (𝑀u�∧u�)u�∈ℕ and (𝑀2

u�∧u� − 𝑡 ∧ 𝜎)u�∈ℕ.

Show that Doob’s martingale convergence theorem applies and

lim
u�→∞

𝑀u�∧u�(𝜔) = 𝑀u�(𝜔)

exists 𝑃-almost surely.

• Consider now (𝑀2
u�∧u� − 𝑡 ∧ 𝜎). Use the martingale property together with the

reverse Fatou lemma to show that 𝐸(𝜎) < ∞ which implies 𝑃(𝜎 < ∞) = 1.

• For 𝑎 < 0 < 𝑏 ∈ ℕ, compute 𝑃(𝜏u� < 𝜏u�).

Solution 4 (𝑀u� and 𝑀 2
u� − 𝑡 are martingales:) Clearly 𝑀u� and 𝑀 2

u� − 𝑡 are bounded by
𝑡 and 𝑡2 − 𝑡, so they are integrable. They are also martingales since if 𝑠 < 𝑡, then

𝐸(𝑀u�|ℱu�) = 𝐸(𝑀u�−1 + 𝑋u�|ℱu�) = 𝑀u� + 𝐸(𝑋u�|ℱu�) = 𝑀u�

by induction and independence. Similarly

𝐸(𝑀 2
u� − 𝑡|ℱu�) = 𝐸(𝑀2

u�−1 + 2𝑀u�−1𝑋u� + 𝑋 2
u� − 𝑡|ℱu�) = 𝑀 2

u� − 𝑠 + 𝐸(2𝑀u�−1𝑋u� + 𝑋 2
u� − 1|𝐹u�)

= 𝑀 2
u� − 𝑠 + 2𝐸(𝑀u�−1|𝐹u�)𝐸(𝑋u�|𝐹u�) = 𝑀 2

u� − 𝑠.

(Limit of the stopped martingale:) We have to check that

sup
u�≥0

𝐸(𝑀−
u�∧u�) < ∞.

But this is clear since 𝑀−
u�∧u� ≤ −𝑎. Hence the limit

lim
u�→∞

𝑀u�∧u�

exists almost surely. Similarly we see that the limit

lim
u�→∞

𝑀2
u�∧u� − 𝑡 ∧ 𝜎

exists almost surely because (𝑀2
u�∧u� − 𝑡 ∧ 𝜎)+ ≤ 𝑎2 + 𝑏2.

(We have 𝐸(𝜎) < ∞:) We know that 𝑀2
u�∧u� − (𝑡 ∧ 𝜎) is a martingale that almost surely

converges to 𝑀 2
u� − 𝜎 . Thus by reverse Fatou lemma
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𝐸(𝑀 2
u� − 𝜎) ≥ lim sup

u�→∞
𝐸(𝑀2

u�∧u� − (𝑡 ∧ 𝜎)) = 0.

In particular then

𝐸(𝜎) ≤ 𝐸(𝑀 2
u�) < ∞.

(The probability 𝑃(𝜏u� < 𝜏u�):) By Doob’s optional stopping theorem we have

𝐸(𝑀u�) = 𝐸(𝑀0) = 0 = 𝑃(𝜏u� < 𝜏u�)𝑎 + (1 − 𝑃(𝜏u� < 𝜏u�))𝑏,

so 𝑃(𝜏u� < 𝜏u�) = u�
u�−u� .

Exercise 5 Let 𝑀u�(𝜔) = 𝐵u�(𝜔), 𝑡 ∈ ℝ+, a Brownian motion which is assumed to be
𝔽-adapted, and such that for all 0 < 𝑠 < 𝑡 the increment (𝐵u� − 𝐵u�) is 𝑃-independent
from the 𝜎 -algebra ℱu�.

Note that since by assumption the Brownian motion is 𝔽-adapted, it follows that
ℱu�

u� = 𝜎(𝐵u� : 0 ≤ 𝑠 ≤ 𝑡) ⊂ ℱu�, which could be strictly bigger.

• Show that 𝐵u�, 𝑀u� = 𝐵2
u� − 𝑡 and 𝑍u�

u� = exp(𝑎𝐵u� − 1
2𝑎2𝑡) are 𝔽-martingales.

• Let 𝜎(𝜔) = min(𝜏u�(𝜔), 𝜏u�(𝜔)), for 𝑎 < 0 < 𝑏 ∈ ℝ. We will see in the lectures that
the Doob martingale convergence theorem applies also to continuous martingales
in continuous time. By following the same line of proof as in the random walk
case check that 𝑃(𝜎 < ∞) = 1.

• Let 𝑎 < 0 < 𝑏 ∈ ℝ. Compute 𝑃(𝜏u� < 𝜏u�).

Solution 5 (𝐵u�, 𝐵2
u� − 𝑡 and 𝑍u�

u� = exp(𝑎𝐵u� − 1
2𝑎2𝑡) are martingales:) Because 𝐵u� has

Gaussian distribution, it is integrable. Moreover

𝐸(𝐵u�|ℱu�) = 𝐸(𝐵u� − 𝐵u� + 𝐵u�|ℱu�) = 𝐸(𝐵u� − 𝐵u�) + 𝐵u� = 𝐵u�.

We also have
𝐸(𝐵2

u� −𝑡|ℱu�) = 𝐸((𝐵u� −𝐵u�)2 +2𝐵u�𝐵u� −𝐵2
u� −𝑡|ℱu�) = 𝐸((𝐵u� −𝐵u�)2)+2𝐵2

u� −𝐵2
u� −𝑡 = 𝐵2

u� −𝑠

and

𝐸(𝑒
u�u�u�−

1
2 u�2u�

|ℱu�) = 𝐸(𝑒u�(u�u�−u�u�)𝑒
u�u�u�− 1

2 u�2u�
|ℱu�) = 𝐸(𝑒u�(u�u�−u�u�))𝑒

u�u�u�− 1
2 u�2u�

= 𝑒
u�u�u�− 1

2 u�2u�
,

because for a Gaussian random variable 𝑋 with mean 0 and variance 𝜎 2, we have

𝐸(𝑒u�u�) =
∞
∫

−∞
𝑒u�u� 1

√2u�u� 2 𝑒
− 1

2
u�2

u� 2 𝑑𝑥

=
∞
∫

−∞

1
√2u�u� 2 𝑒

− 1
2

u�2−2u�u� 2u�
u� 2 𝑑𝑥

=
∞
∫

−∞

1
√2u�u� 2 𝑒

− 1
2

(u�−u�u� 2)2−u�2u� 4

u� 2 𝑑𝑥

= 𝑒
1
2 u�2u� 2 ∞

∫
−∞

1
√2u�u� 2 𝑒

− 1
2

u�2

u� 2 𝑑𝑥 = 𝑒
1
2 u�2u� 2

.
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(We have 𝑃(𝜎 < ∞) = 1:) By Doob’s martingale convergence theorem, the martingale
𝐵2

u�∧u� − (𝑡 ∧ 𝜎) converges to 𝐵2
u� − 𝜎 almost surely. The reverse Fatou lemma gives

𝐸(𝐵2
u� − 𝜎) ≥ lim sup

u�→∞
𝐸(𝐵2

u�∧u� − (𝑡 ∧ 𝜎)) = 0

and hence 𝐸(𝜎) ≤ 𝐸(𝐵2
u�) < ∞.

(Compute 𝑃(𝜏u� < 𝜏u�):) Like in the previous exercise,

𝐸(𝑀u�) = 𝐸(𝑀0) = 0 = 𝑎𝑃(𝜏u� < 𝜏u�) + 𝑏(1 − 𝑃(𝜏u� < 𝜏u�)),

so 𝑃(𝜏u� < 𝜏u�) = u�
u�−u� .


