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Exercise 1 Let X;(w) > 0 with Xy = 0, and A;(w) > 0 be continuous processes
adapted with respectto F = (J; : t € R*), and assume that A; is non-decreasing
such that for all bounded stopping times 7(w)

E(X;) <EAL (1)
We introduce the running maximum X; (w) = maxp<s<; Xs(w).

Prove the following inequalities for all F-stopping times T (also unbounded): Ve, >
0

a) P(Xr>¢) <242

b) P(X?>eA, <5) < 24D

€

E(AN0)
&

) PXZ>¢) < +P(A; >9)

Solution1 Lete¢, 6 > 0 and define
o(w) = inf{t : X;(w) > €}.

Then {X* > ¢} = {¢ < 7}. Assume that 7 is a bounded stopping time. Then (1)
implies that
E(Xtpo) = E(Arpg)-
Now we can write
EXipe) =EXpoi{lo < 1}) + EXppps{o 2 T}) = sP(X; >e¢e)+EX;{oc=>1)}).
Thus we have

eP(X* > ) S E(Apy) — EXyi{o 2 T)).

Because A; is non-decreasing and X; > 0, this implies (a). We note that (b) implies
(c) since

E(A; A )
P(X;>€) = P(X} > eA; SO +PX} >e,Ar >0 < ———— + P(A; > b).

To show (b), we define (w) = inf{t : A;(w) > J}. Then
E(Xzpony) < E(Ar/\a/\q) SE(AL AO).



Now
EXipony) = EXiponyi 0 < T) + EXppopyp 0 2 7)
> E(XU,\,?;X; >e¢e0 <)+ E(XM,?;X; >e,02>1)
>E(gX:>¢ A <0)
and the result follows.

Assume then that 7 is not necessarily bounded. Then there exists a sequence 7, of
bounded stopping times, 7, 1 7. Notice that X;* and A, are increasing processes.
Therefore it follows from monotone convergence theorem and dominated conver-
gence (In the case of P(X;" > ¢, A; < 9)) that (a), (b) and (c) hold for general 7.

Exercise 2 Let M, be a continuous F-local martingale. The F-predictable variation
(M), is the non-decreasing process with (M) = 0 such that

N; = M? — (M),
is a local F-martingale.

Show that for any F-stopping time

E(0 N (M)
P< max )|Ms(w)| > s) S——

o ax +P((M), > 0).

Solution 2 By the first exercise, it is enough to show that
E(M2) < E(M)<)

for all bounded stopping times 7.

Let 0, n € N, be a localizing sequence for N;. Then

E((M)7pp,) = E(M2

TAC,

~Ning,) = EMZ,, ).
By Fatou’s lemma,

E(M2) = E(limgnggwn> < h)grlgle(Mgwn) = liminf E(M)¢pp,) = EGM) ).

Exercise 3 Let {Mt(”) (w)},en be a sequence of F-local martingales and 7 an F-stop-
ping time. Show thatasn —

(m)yy (n) N
(M) 0=>OI£SaSXTIMS (w)| =0

with both convergences in probability.

Solution 3 Assume that (M) — 0 in probability as n — co. Let ¢ > 0 and 17 > 0.
We wish to show that for large enough #,

P ( max |M M| > s) <7.
O<s<t %

Let § = 7¢2. Then by the second exercise,



) 1 1
(n) — (n) Z Z
P(()rgsengIMS | > s) < 2 +P((M™) . >9) < S+ 57
for n large enough since (M) — 0.
Exercise 4 Let (B, : t > 0) be a Brownian motion in the filtration F = {J : t > 0}.
(a) Use Ito formula to show that
92
Z,(0) = exp (GBt — 71‘)
is a true martingale.

(b) Use Ito’s formula to compute the semimartingale decomposition of B}' forn € N
into alocal martingale and a process of finite variation. Show that the local martingale
is a true martingale. Recall that a Gaussian random variable is in L7 (Q)) for all p < oo.

(c) Compute E(B/") for n € N by taking expectation in the semimartingale decompo-
sition.

Solution 4 (a) Letf(x) = e* and X; = 6B, — %zt. Then (X), = 6?t and by using the
Ito formula we have

! / 1 d 2
f(Xp) = !f (X,) dX, + E!f (Xg)d(X)q

t 2 2t 2 2t 2 t 2
_o2 0 _e 0 _e _e
= f 0e?% 75 4B, — ?I e 75 gs 4 ?f B8 s = j 6e?P= 25 4B,
0 0 0 0
Because B, is an L2 martingale, it is enough to show that
t
E (f ¢26B,~60% ds) < co.
0
Now
t t
E (j ¢20B—67%s ds) = f E(e20Bs=0%5) ds
0 0
t 5 oo 1 2
= f e=0% f e20* — 7= dxds
0 oo 27ts
t i‘92
= f e=0%5p250% g = &~ ! < 0.
92
0

(b) Assume thatn > 1. Let f (x) = x”. Using Ito formula we have
3 ’ 1 t " f 1 nn—1) t 2
B =f(By) = [ f'(B)dB, + 5 [ FrBydB), =n [ Bt dB, + Tj B2 s
0 0 0 0

Again it is enough to show that



t
E (f B2(n-1) ds) < oo,

0
We have

t t
E (J’ B§<"—1>ds) <oo= [ EB2V)ds
0

t t2n71
= f (21 — 3)!1s21=2 ds = (21 — 3! < oo
) 2n —1

(c) Since the expectation of the martingale term in the semimartingale decomposition
is 0, we have

— t _ t _ ¢
E(Bt”) = n(nTl)E (f Bsﬂ—2 ds) - n(nTl)f E(BSH—Z)ds = n(nTl) J. (H—S)!!S”_z ds = .
0 0 0

Exercise 5 The Hermite polynomials are defined by the Taylor expansion

3 u? ST
F(x,u) = exp(ux — —) = > — (). )

n=0

We see that Iij(x) = 1. We rewrite

2 _ o 1 gn .
e

which shows that

x2\ dn

X
2

2
), n > 0.

We also have

* u’a
P = ovp (1 = 7" ) < oxp (1= 7'
I _N\ ¥

Z‘ n! i <JE> 7;) n!H”(x’u)

with

X
H,(x,a) :=a™'?h, <ﬁ) )
We also set H,,(x,0) = x".

(a) Show that

1 92

d
795y 2H (xa)+ H(xa)_O

(b) Use Ito formula to show when B, is an F-Brownian motion,

”(”_3)!!tn—1



H,(By, 1) = "1, (B /)
is a martingale. Justify the martingale property of the Ito integral.

(c) Use Ito formula to show when M is a continuous local martingale in the F-filtra-
tion,

M
H,, (M,, (M),) = (M) ?h,, (—t)

V(M)

is a local martingale.

(d) Show also that

t tl tn—l
Hn(Mt,<M)t)=n!f U f th”th“...)thl
0 0 0

where on the right we have an iterated Ito integral.

Solution 5 (a) Consider the series

u™ (1 92 9 192 9 u’a
nzzéﬁ (Ea_ﬂH”(x'a) + $HH(X,H)> = (za—xz — a)EXp (ux— T) =0.

(b) It follows from (c) that H,,(B,, t) is a local martingale with

t n—1 B
H,(B,t)=|szh, (—5> dB,.
Jorm (%

Thus it remains to show that

¢ B2
E (1[ s"1n,’ (\/—;) ds) < 0.

Because h,, is a polynomial, by using Fubini we get an integral of the form

t
f s"10Q(s1/2) ds < oo.
0

Here Q(s) is a polynomial resulting from the Gaussian moments.

(c) We have
Z%Hn(x,a) = a%hn’ (%)
%Hn(x,a) = — %;—;Hn(x,a) = —%a%hn” (%)
aa—xzan(x,u) = a%hn” (%) .
Thus by Ito formula,



o M, S T M
H,(M,,(M),) = f(M)szlhn’< ) dM, +j —5 (M), 22hn”< s ) d(M),
0 0 V<

V(M) M)

1 : B2, Ms
+ §£<M>52 h, ( ) d(M),

V(M)

t -1
- j<M>;zhn'< M, )dMS.
0 V<M>s

It follows that H,, (M, (M),) is a local martingale.

(d) We'll prove this by induction. The base case n = 1 is clear. Now letn € N and
assume that the claim holds for n — 1. Then by induction

t ot
n!jj...
00

b

1 t
[ M, dM, .aMy = n [ Hy g (M, (M AM,,
0 0

n-1 M
= nf <M>t12 hy ( - detl

Jon,
= I<M>:17hnf (h) dM,,
0 VM),

= Hn (Mt/ <M>t)

Here we have used the fact that h,," (x) = nh,,_;(x), which is immediate if one differ-
entiates (2).



