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Stochastic analysis, 11. exercises
Janne Junnila

April 18, 2013

Exercise 1 Let 𝑋u�(𝜔) ≥ 0 with 𝑋0 = 0, and 𝐴u�(𝜔) ≥ 0 be continuous processes
adapted with respect to 𝔽 = (ℱu� : 𝑡 ∈ ℝ+), and assume that 𝐴u� is non-decreasing
such that for all bounded stopping times 𝜏(𝜔)

𝐸(𝑋u�) ≤ 𝐸(𝐴u�) (1)

We introduce the running maximum 𝑋 ∗
u� (𝜔) = max0≤u�≤u� 𝑋u�(𝜔).

Prove the following inequalities for all 𝔽-stopping times 𝜏 (also unbounded): ∀𝜀, 𝛿 >
0

a) 𝑃(𝑋 ∗
u� > 𝜀) ≤ u�(u�u�)

u�

b) 𝑃(𝑋 ∗
u� > 𝜀, 𝐴u� ≤ 𝛿) ≤ u�(u�u�∧u�)

u�

c) 𝑃(𝑋 ∗
u� > 𝜀) ≤ u�(u�u�∧u�)

u� + 𝑃(𝐴u� > 𝛿)

Solution 1 Let 𝜀, 𝛿 > 0 and define

𝜎(𝜔) = inf{𝑡 : 𝑋u�(𝜔) > 𝜀}.

Then {𝑋 ∗
u� > 𝜀} = {𝜎 < 𝜏}. Assume that 𝜏 is a bounded stopping time. Then (1)

implies that

𝐸(𝑋u�∧u�) ≤ 𝐸(𝐴u�∧u�).

Now we can write
𝐸(𝑋u�∧u�) = 𝐸(𝑋u�∧u� ; {𝜎 < 𝜏}) + 𝐸(𝑋u�∧u� ; {𝜎 ≥ 𝜏}) = 𝜀𝑃(𝑋 ∗

u� > 𝜀) + 𝐸(𝑋u� ; {𝜎 ≥ 𝜏}).

Thus we have
𝜀𝑃(𝑋 ∗

u� > 𝜀) ≤ 𝐸(𝐴u�∧u�) − 𝐸(𝑋u� ; {𝜎 ≥ 𝜏}).

Because 𝐴u� is non-decreasing and 𝑋u� ≥ 0, this implies (a). We note that (b) implies
(c) since

𝑃(𝑋 ∗
u� > 𝜀) = 𝑃(𝑋 ∗

u� > 𝜀, 𝐴u� ≤ 𝛿) + 𝑃(𝑋 ∗
u� > 𝜀, 𝐴u� > 𝛿) ≤

𝐸(𝐴u� ∧ 𝛿)
𝜀 + 𝑃(𝐴u� > 𝛿).

To show (b), we define 𝜂(𝜔) = inf{𝑡 : 𝐴u�(𝜔) > 𝛿}. Then

𝐸(𝑋u�∧u�∧u�) ≤ 𝐸(𝐴u�∧u�∧u�) ≤ 𝐸(𝐴u� ∧ 𝛿).
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Now

𝐸(𝑋u�∧u�∧u�) = 𝐸(𝑋u�∧u�∧u�; 𝜎 < 𝜏) + 𝐸(𝑋u�∧u�∧u�; 𝜎 ≥ 𝜏)

≥ 𝐸(𝑋u�∧u�; 𝑋 ∗
u� > 𝜀, 𝜎 < 𝜂) + 𝐸(𝑋u�∧u�; 𝑋 ∗

u� > 𝜀, 𝜎 ≥ 𝜂)

≥ 𝐸(𝜀; 𝑋 ∗
u� > 𝜀, 𝐴u� ≤ 𝛿)

and the result follows.

Assume then that 𝜏 is not necessarily bounded. Then there exists a sequence 𝜏u� of
bounded stopping times, 𝜏u� ↑ 𝜏 . Notice that 𝑋 ∗

u� and 𝐴u� are increasing processes.
Therefore it follows from monotone convergence theorem and dominated conver-
gence (In the case of 𝑃(𝑋 ∗

u� > 𝜀, 𝐴u� ≤ 𝛿)) that (a), (b) and (c) hold for general 𝜏 .

Exercise 2 Let 𝑀u� be a continuous 𝔽-local martingale. The 𝔽-predictable variation
⟨𝑀⟩u� is the non-decreasing process with ⟨𝑀⟩0 = 0 such that

𝑁u� = 𝑀 2
u� − ⟨𝑀⟩u�

is a local 𝔽-martingale.

Show that for any 𝔽-stopping time 𝜏

𝑃 ( max
0≤u�≤u�(u�)

|𝑀u�(𝜔)| > 𝜀) ≤
𝐸(𝛿 ∧ ⟨𝑀⟩u�)

𝜀2 + 𝑃(⟨𝑀⟩u� > 𝛿).

Solution 2 By the first exercise, it is enough to show that

𝐸(𝑀 2
u�) ≤ 𝐸(⟨𝑀⟩u�)

for all bounded stopping times 𝜏 .

Let 𝜎u�, 𝑛 ∈ ℕ, be a localizing sequence for 𝑁u�. Then

𝐸(⟨𝑀⟩u�∧u�u�
) = 𝐸(𝑀2

u�∧u�u�
− 𝑁u�∧u�u�

) = 𝐸(𝑀2
u�∧u�u�

).

By Fatou’s lemma,

𝐸(𝑀 2
u�) = 𝐸(lim infu�→∞ 𝑀2

u�∧u�u�
) ≤ lim infu�→∞ 𝐸(𝑀2

u�∧u�u�
) = lim infu�→∞ 𝐸(⟨𝑀⟩u�∧u�u�

) = 𝐸(⟨𝑀⟩u�).

Exercise 3 Let {𝑀 (u�)
u� (𝜔)}u�∈ℕ be a sequence of 𝔽-local martingales and 𝜏 an 𝔽-stop-

ping time. Show that as 𝑛 → ∞

⟨𝑀(u�)⟩u� → 0 ⇒ max
0≤u�≤u�

|𝑀 (u�)
u� (𝜔)| → 0

with both convergences in probability.

Solution 3 Assume that ⟨𝑀(u�)⟩u� → 0 in probability as 𝑛 → ∞. Let 𝜀 > 0 and 𝜂 > 0.
We wish to show that for large enough 𝑛,

𝑃 ( max
0≤u�≤u�

|𝑀 (u�)
u� | > 𝜀) ≤ 𝜂.

Let 𝛿 = 1
2𝜀2𝜂. Then by the second exercise,
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𝑃 ( max
0≤u�≤u�

|𝑀 (u�)
u� | > 𝜀) ≤

𝛿
𝜀2 + 𝑃(⟨𝑀(u�)⟩u� > 𝛿) ≤

1
2𝜂 +

1
2𝜂

for 𝑛 large enough since ⟨𝑀(u�)⟩u� → 0.

Exercise 4 Let (𝐵u� : 𝑡 ≥ 0) be a Brownian motion in the filtration 𝔽 = {ℱu� : 𝑡 ≥ 0}.

(a) Use Ito formula to show that

𝑍u�(𝜃) = exp (𝜃𝐵u� −
𝜃2

2 𝑡)

is a true martingale.

(b) Use Ito’s formula to compute the semimartingale decomposition of 𝐵u�
u� for 𝑛 ∈ ℕ

into a local martingale and a process of finite variation. Show that the local martingale
is a true martingale. Recall that a Gaussian random variable is in 𝐿u�(Ω) for all 𝑝 < ∞.

(c) Compute 𝐸(𝐵u�
u� ) for 𝑛 ∈ ℕ by taking expectation in the semimartingale decompo-

sition.

Solution 4 (a) Let 𝑓 (𝑥) = 𝑒u� and 𝑋u� = 𝜃𝐵u� − u�2

2 𝑡. Then ⟨𝑋⟩u� = 𝜃2𝑡 and by using the
Ito formula we have

𝑓 (𝑋u�) =
u�

∫
0

𝑓 ′(𝑋u�) 𝑑𝑋u� +
1
2

u�
∫
0

𝑓 ′′(𝑋u�)𝑑⟨𝑋⟩u�

=
u�

∫
0

𝜃𝑒u�u�u�− u�2
2 u� 𝑑𝐵u� −

𝜃2

2

u�
∫
0

𝑒u�u�u�− u�2
2 u� 𝑑𝑠 +

𝜃2

2

u�
∫
0

𝑒u�u�u�− u�2
2 u� 𝑑𝑠 =

u�
∫
0

𝜃𝑒u�u�u�− u�2
2 u� 𝑑𝐵u�.

Because 𝐵u� is an 𝐿2 martingale, it is enough to show that

𝐸 ⎛⎜
⎝

u�
∫
0

𝑒2u�u�u�−u�2u� 𝑑𝑠⎞⎟
⎠

< ∞.

Now

𝐸 ⎛⎜
⎝

u�
∫
0

𝑒2u�u�u�−u�2u� 𝑑𝑠⎞⎟
⎠

=
u�

∫
0

𝐸(𝑒2u�u�u�−u�2u�) 𝑑𝑠

=
u�

∫
0

𝑒−u�2u�
∞
∫

−∞
𝑒2u�u� 1

√2𝜋𝑠
𝑒− u�2

2u� 𝑑𝑥 𝑑𝑠

=
u�

∫
0

𝑒−u�2u�𝑒2u�u�2 𝑑𝑠 =
𝑒u�u�2 − 1

𝜃2 < ∞.

(b) Assume that 𝑛 ≥ 1. Let 𝑓 (𝑥) = 𝑥u�. Using Ito formula we have

𝐵u�
u� = 𝑓 (𝐵u�) =

u�
∫
0

𝑓 ′(𝐵u�) 𝑑𝐵u� +
1
2

u�
∫
0

𝑓 ′′(𝐵u�) 𝑑⟨𝐵⟩u� = 𝑛
u�

∫
0

𝐵u�−1
u� 𝑑𝐵u� +

𝑛(𝑛 − 1)
2

u�
∫
0

𝐵u�−2
u� 𝑑𝑠.

Again it is enough to show that
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𝐸 ⎛⎜
⎝

u�
∫
0

𝐵2(u�−1)
u� 𝑑𝑠⎞⎟

⎠
< ∞.

We have

𝐸 ⎛⎜
⎝

u�
∫
0

𝐵2(u�−1)
u� 𝑑𝑠⎞⎟

⎠
< ∞ =

u�
∫
0

𝐸(𝐵2(u�−1)
u� ) 𝑑𝑠

=
u�

∫
0

(2𝑛 − 3)!!𝑠2u�−2 𝑑𝑠 = (2𝑛 − 3)!!
𝑡2u�−1

2𝑛 − 1 < ∞.

(c) Since the expectation of the martingale term in the semimartingale decomposition
is 0, we have

𝐸(𝐵u�
u� ) =

𝑛(𝑛 − 1)
2 𝐸 ⎛⎜

⎝

u�
∫
0

𝐵u�−2
u� 𝑑𝑠⎞⎟

⎠
=

𝑛(𝑛 − 1)
2

u�
∫
0

𝐸(𝐵u�−2
u� ) 𝑑𝑠 =

𝑛(𝑛 − 1)
2

u�
∫
0

(𝑛−3)!!𝑠u�−2 𝑑𝑠 =
𝑛(𝑛 − 3)!!

2 𝑡u�−1.

Exercise 5 The Hermite polynomials are defined by the Taylor expansion

𝐹(𝑥, 𝑢) = exp(𝑢𝑥 −
𝑢2

2 ) =
∞
∑
u�=0

𝑢u�

𝑛! ℎu�(𝑥). (2)

We see that ℎ0(𝑥) = 1. We rewrite

𝐹(𝑥, 𝑢) = exp (
𝑥2

2 −
(𝑥 − 𝑢)2

2 ) = 𝑒u�2⁄2
∞
∑
u�=0

𝑢u�

𝑛!
∂u�

∂𝑢u� exp (−
(𝑡 − 𝑢)2

2 )∣∣∣∣u�=0

which shows that

ℎu�(𝑥) = (−1)u� exp (
𝑥2

2 )
𝑑u�

𝑑𝑥u� exp (−
𝑥2

2 ) , 𝑛 ≥ 0.

We also have

𝐹(
𝑥

√𝑎
, 𝑢√𝑎) = exp (𝑢√𝑎

𝑥
√𝑎

−
𝑢2𝑎
2 ) = exp (𝑢𝑥 −

𝑢2𝑎
2 )

=
∞
∑
u�=0

𝑢u�

𝑛! 𝑎u�⁄2ℎu� (
𝑥

√𝑎
) =

∞
∑
u�=0

𝑢u�

𝑛! 𝐻u�(𝑥, 𝑎)

with

𝐻u�(𝑥, 𝑎) := 𝑎u�⁄2ℎu� (
𝑥

√𝑎
) .

We also set 𝐻u�(𝑥, 0) = 𝑥u�.

(a) Show that

1
2

∂2

∂𝑥2 𝐻u�(𝑥, 𝑎) +
∂
∂𝑎𝐻u�(𝑥, 𝑎) = 0.

(b) Use Ito formula to show when 𝐵u� is an 𝔽-Brownian motion,
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𝐻u�(𝐵u�, 𝑡) = 𝑡u�⁄2ℎu�(𝐵u�⁄√𝑡)

is a martingale. Justify the martingale property of the Ito integral.

(c) Use Ito formula to show when 𝑀u� is a continuous local martingale in the 𝔽-filtra-
tion,

𝐻u�(𝑀u�, ⟨𝑀⟩u�) = ⟨𝑀⟩u�⁄2
u� ℎu�

⎛⎜
⎝

𝑀u�

√⟨𝑀⟩u�

⎞⎟
⎠

is a local martingale.

(d) Show also that

𝐻u�(𝑀u�, ⟨𝑀⟩u�) = 𝑛!
u�

∫
0

⎛⎜⎜
⎝

u�1

∫
0

…
u�u�−1

∫
0

𝑑𝑀u�u�
𝑑𝑀u�u�−1

…⎞⎟⎟
⎠

𝑑𝑀u�1

where on the right we have an iterated Ito integral.

Solution 5 (a) Consider the series

∞
∑
u�=0

𝑢u�

𝑛! (
1
2

∂2

∂𝑥2 𝐻u�(𝑥, 𝑎) +
∂
∂𝑎𝐻u�(𝑥, 𝑎)) = (

1
2

∂2

∂𝑥2 −
∂
∂𝑎) exp (𝑢𝑥 −

𝑢2𝑎
2 ) = 0.

(b) It follows from (c) that 𝐻u�(𝐵u�, 𝑡) is a local martingale with

𝐻u�(𝐵u�, 𝑡) =
u�

∫
0

𝑠
u�−1

2 ℎu�
′ (

𝐵u�
√𝑠

) 𝑑𝐵u�.

Thus it remains to show that

𝐸 ⎛⎜
⎝

u�
∫
0

𝑠u�−1ℎu�
′ (

𝐵u�
√𝑠

)
2

𝑑𝑠⎞⎟
⎠

< ∞.

Because ℎu� is a polynomial, by using Fubini we get an integral of the form
u�

∫
0

𝑠u�−1𝑄(𝑠1⁄2) 𝑑𝑠 < ∞.

Here 𝑄(𝑠) is a polynomial resulting from the Gaussian moments.

(c) We have

∂
∂𝑥𝐻u�(𝑥, 𝑎) = 𝑎

u�−1
2 ℎu�

′ (
𝑥

√𝑎
)

∂
∂𝑎𝐻u�(𝑥, 𝑎) = −

1
2

∂2

∂𝑥2 𝐻u�(𝑥, 𝑎) = −
1
2𝑎

u�−2
2 ℎu�

′′ (
𝑥

√𝑎
)

∂2

∂𝑥2 𝐻u�(𝑥, 𝑎) = 𝑎
u�−2

2 ℎu�
′′ (

𝑥
√𝑎

) .

Thus by Ito formula,
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𝐻u�(𝑀u�, ⟨𝑀⟩u�) =
u�

∫
0

⟨𝑀⟩
u�−1

2
u� ℎu�

′ ⎛⎜
⎝

𝑀u�

√⟨𝑀⟩u�

⎞⎟
⎠

𝑑𝑀u� +
u�

∫
0

−
1
2⟨𝑀⟩

u�−2
2

u� ℎu�
′′ ⎛⎜

⎝

𝑀u�

√⟨𝑀⟩u�

⎞⎟
⎠

𝑑⟨𝑀⟩u�

+
1
2

u�
∫
0

⟨𝑀⟩
u�−2

2
u� ℎu�

′′ ⎛⎜
⎝

𝑀u�

√⟨𝑀⟩u�

⎞⎟
⎠

𝑑⟨𝑀⟩u�

=
u�

∫
0

⟨𝑀⟩
u�−1

2
u� ℎu�

′ ⎛⎜
⎝

𝑀u�

√⟨𝑀⟩u�

⎞⎟
⎠

𝑑𝑀u�.

It follows that 𝐻u�(𝑀u�, ⟨𝑀⟩u�) is a local martingale.

(d) We’ll prove this by induction. The base case 𝑛 = 1 is clear. Now let 𝑛 ∈ ℕ and
assume that the claim holds for 𝑛 − 1. Then by induction

𝑛!
u�

∫
0

u�1

∫
0

…
u�u�−1

∫
0

𝑑𝑀u�u�
𝑑𝑀u�u�−1

…𝑑𝑀u�1
= 𝑛

u�
∫
0

𝐻u�−1(𝑀u�1
, ⟨𝑀⟩u�1

)𝑑𝑀u�1

= 𝑛
u�

∫
0

⟨𝑀⟩
u�−1

2
u�1

ℎu�−1
⎛⎜⎜⎜
⎝

𝑀u�1

√⟨𝑀⟩u�1

⎞⎟⎟⎟
⎠

𝑑𝑀u�1

=
u�

∫
0

⟨𝑀⟩
u�−1

2
u�1

ℎu�
′ ⎛⎜⎜⎜
⎝

𝑀u�−1

√⟨𝑀⟩u�1

⎞⎟⎟⎟
⎠

𝑑𝑀u�1

= 𝐻u�(𝑀u�, ⟨𝑀⟩u�).

Here we have used the fact that ℎu�
′(𝑥) = 𝑛ℎu�−1(𝑥), which is immediate if one differ-

entiates (2).


