
Stochastic analysis, spring 2013, Exercises-11, 18.04.2013

1. (Lenglart’s inequality)

Let Xt(ω) ≥ 0 with X0 = 0, and At(ω) ≥ 0 continuous processes adapted
with respect to F = (Ft : t ∈ R+), and assume that At is non-decreasing
such that for all bounded stopping times τ(ω)

E(Xτ ) ≤ E(Aτ ) (1)

We introduce the running maximum X∗t (ω) = max
0≤s≤t

Xs(ω)

Prove the following inequalities for all F-stopping times τ , (also un-
bounded ): ∀ε, δ > 0

a) P (X∗τ > ε) ≤ E(Aτ )

ε

b) P (X∗τ > ε,Aτ ≤ δ) ≤
E(Aτ ∧ δ)

ε

c) P (X∗τ > ε) ≤ E(Aτ ∧ δ)
ε

+ P (Aτ > δ)

Hint: First assume that τ is a bounded stopping time, then you can use
monotone convergence for unbounded stopping times.

Define

σ(ω) = inf
{
t : Xt(ω) > ε}

and note that

{X∗τ > ε} = {σ < τ}

Use the assumption (1) for the stopping time σ ∧ τ .

2. LetMt a continuous F-local martingale. The F-predictable variation 〈M〉t
is the non-decreasing process with 〈M〉0 = 0 such that

Nt = M2
t − 〈M〉t

is a F-local martingale.

Show that for any F-stopping time τ

P

(
max

0≤s≤τ(ω)
|Ms(ω)| > ε

)
≤ E(δ ∧ 〈M〉τ )

ε2
+ P (〈M〉τ > δ)

Hint: use the previous exercise. In order to show that assumption (1) is
satisfied, take a localizing sequence for Nt and use Fatou lemma.

3. {M (n)
t (ω)}n∈N a sequence of F-local martingales and τ a F-stopping time.

Show that as n −→∞

〈M (n)〉τ
P→ 0 =⇒ max

0≤s≤τ
|M (n)

s (ω)| P→ 0

with convergence in probability.
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4. Let (Bt : t ≥ 0) a Brownian motion in the filtration F = (Ft : t ≥ 0).

(a) Use Ito formula to show that

Zt(θ) = exp

(
θBt −

θ2

2
t

)
(2)

is a true martingale.
Hint: We have shown this already by using the indpendence of the
increments from the past. here you are have to check the square
integrability condition of an Ito integral.

(b) Use Ito’s formula to compute the semimartingale decomposition of
Bnt for n ∈ N. into a local martingale and a process of finite variation.
Show that the local martingale is a true martingale. Recall that a
Gaussian random variable is in Lp(Ω) ∀p <∞.
Hint: use Ito’s formula and verify the square integrability condition
for an Ito integral.

(c) Compute EP (Bnt ), for n ∈ N,by taking expectation in the semi-
martingale decomposition.

5. The Hermite polynomials are defined by the Taylor expansion

F (x, u) = exp
(
ux− u2

2

)
=

∞∑
n=0

un

n!
hn(x) (3)

We see that h0(x) = 1. We rewrite

F (x, u) = exp

(
x2

2
− (x− u)2

2

)
= ex

2/2
∞∑
n=0

un

n!

∂n

∂un
exp

(
− (t− u)2

2

)∣∣∣∣
u=0

which shows that

hn(x) = (−1)n exp

(
x2

2

)
dn

dxn
exp

(
x2

2

)
, n ≥ 0

We also have

F
( x√

a
, u
√
a
)

= exp

(
u
√
a
x√
a
− u2a

2

)
= exp

(
ux− u2a

2

)
=

∞∑
n=0

un

n!
an/2hn

( x√
a

)
=

∞∑
n=0

un

n!
Hn(x, a)

with

Hn(x, a) := an/2hn
( x√

a

)
. (4)

We also set Hn(x, 0) = xn.

(a) Show that

1

2

∂2

∂x2
Hn(x, a) +

∂

∂a
Hn(x, a) = 0

Hint: use the Taylor expansion above.
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(b) Use Ito formula to show when Bt is an F-Brownian motion,

Hn(Bt, t) = tn/2hn
(
Bt/
√
t
)

is a martingale. Justify the martingale property of the Ito integral.

(c) Use Ito formula to show that when Mt is a continuous local martin-
gale in the F-filtration,

Hn(Mt, 〈M〉t) = 〈M〉n/2t hn

(
Mt√
〈M〉t

)
is a local martingale.

(d) Show also that

Hn(Mt, 〈M〉t) = n!

∫ t

0

(∫ t1

0

. . .

∫ tn−1

0

dMtndMtn−1
. . .

)
dMt1

where on the right we have an iterated Ito integral .
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