
Stochastic analysis, spring 2013, Exercises-10, 11.04.2013

1. Consider a Brownian motion (Bt : t ≥ 0) in the filtration F = (Ft)t≥0,
which means thatBt is F-adapted, time continuous, and for each 0 ≤ s ≤ t,
the conditional distribution of the increment (Bt−Bs) given Fs is a Gaus-
sian with zero mean and variance (t− s).

(a) Show that the Brownian motion has the Markov property: ∀ s ≤ t
and bounded Borel function f(x),

EP (f(Bt)|Fs)(ω) = EP (f(Bt)|σ(Bs))(ω) = EP

(
f(x+Bt −Bs)

)∣∣∣∣
x=Bs(ω)

=

EP

(
f(x+Bt−s)

)∣∣∣∣
x=Bs(ω)

= ϕ(Bs(ω))

for some bounded Borel-measurable function ϕ(x).
(b) Show also that for 0 ≤ t0 ≤ t1 ≤ · · · ≤ td and f(x1, . . . , xd) bounded

and Borel measurable,

EP (f(Bt1 , . . . , Btd)|Ft0)(ω) = EP (f(Bt1 , . . . , Btd)|σ(Bt0))(ω) =

EP

(
f(x+Bt1−t0 , . . . , x+Btd−t0)

)∣∣∣∣
x=Bt0 (ω)

= ψ(Bt0(ω))

for some Borel measurable function ψ(x). Hint: use induction.
(c) Let τ(ω) an F-stopping time taking finitely many values. Show

first the strong Markov property of Brownian motion: for f(x)
bounded measurable function,

EP
(
f(Bτ+t)

∣∣Fτ)(ω) = EP
(
f(Bτ+t)

∣∣σ(Bτ ))(ω) =
EP
(
f(x+Bt)

)∣∣∣∣
x=Bτ (ω)

= ϕ(Bτ (ω)

Hint: remember the definition of stopped σ-algebra Fτ .

(d) Show that (Bτ+t − Bτ )
P

⊥⊥ Fτ , and the conditional distribution of
(Bτ+t −Bτ ) given Fτ is Gaussian with zero mean and variance t.
This means that at every stopping time the Brownian motion restarts
from the position Bτ independently of the past.

(e) Show that the strong Markov property for a general F-stopping time
τ . Assume that the filtration F is right continuous. We have shown
that there is a sequence of F-stopping times τn(ω) ↓ τ approximating
τ from above, with each τn taking only finitely many values. Note
also that Fτn ⊇ Fτ .

(f) Show that if τ is an F-stoppping time 0 ≤ t1 ≤ · · · ≤ td and
f(x1, . . . , xd) bounded and Borel measurable,

EP
(
f(Bτ+t1 , . . . , Bτ+td)

∣∣Fτ)(ω) = EP
(
f(Bτ+t1 , . . . , Bτ+td)

∣∣σ(Bτ+t0))(ω) =
EP
(
f(x+Bt1−t0 , . . . , x+Btd−t0)

)∣∣∣∣
x=Bτ (ω)

= ψ(Bτ (ω))

for some Borel measurable function ψ(x). Hint: use induction.
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2. (Reflection priociple ) Let

B∗t = max
0≤s≤t

Bs

the running maximum of Brownian motion.
We show that for x > 0, P (B∗t > x) = 2P (Bt > x).
Consider the stopping time τx = inf{s : Bs > x} and note that {B∗t >
x} = {τx < t}.
Consider the process

B̃t =

{
Bt t ≤ τx

2x−Bt t > τx

which is Brownian motion reflected at level t.

(a) Use the strong Markov property to show that B̃t is a Brownian mo-
tion in the filtration F.

(b) Note that

{B∗t > x} = {Bt ≥ x} ∪ {B̃t > x} (1)

with {Bt ≥ x} ∩ {B̃t > x} = ∅, and P (Bt = x) = 0.
Compute the probability density function of B∗t .

(c) Compute

P (B∗t > x,Bt > Y )

Hint: use ( 1 ).
(d) Compute the joint probability density of (B∗t , Bt).
(e) The running maximum (B∗t : t ≥ 0) is not a Markov process. Show

that the pair (B∗t , Bt) is a strong Markov process, Hint: use the
strong Markov property of Brownian motion.

3. The same reflection principle argument holds for a symmetric random
walk on Z. Consider a filtration F = (Fn : n ∈ N) in discrete time. Let
(Xn : n ∈ N) an F-adapted process with

P (Xn = 1|Fn−1) = P (Xn = −1|Fn−1) = 1/2

(which means Xn is indepependent from the past) and

Sn = X1 + · · ·+Xn

Note that the proabability law of Sn is the binomial distribution

P (Sn = k) =

(
n

k

)
2−n

Let

S∗n = max
1≤k≤n

Sk

the running maximum of the random walk.
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(a) Show that (Sn : n ∈ N) is a strong Markov process in the filtration
F.

(b) Compute the joint probabiliy P (S∗n = `, Sn = k).

(c) Show that (S∗n, Sn)n∈N is a strong Markov process in the filtration F.
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