Forward Master equation and forward Kolmogorov equation

(Fokker-Planck) equation

1 Heuristics for diffusion processes

Let us, as usual, denote by ¢, the diffusion process describing fundamental solution of the Ito stochastic differential

equation

d§; = b (&;,t) di + A(&;,t) - dwy

(1.1)

As before we define the diffusivity matrix as G := AAT For any given initial condition x,, at time ¢, we have fort > 0

pg(iU, t, | xo,to) = Eé(d)(w — @(to, To))

Differentiating both sides with respect to time applying Ito lemma and the martingale property of stochastic increments

we get into
Ope(T.t, | Tosto) = BE S (x — ¢y (to, o))
£ { (60000, + 36600 00,00,] 89 — 61022}
Using the translational invariance of the J-function we can write the right hand side as
Orpe(, t, [ o, to) =
B{|-0(000) -0+ 36(6,1): 00| 60 (e — 61(t0 ) }
and then carry the derivatives over the average sign
Orpe(, t, | o, to) =
~0s Bb (9,10 (@ — @y(t0.,)) + 40 B L 50(@  g(1,.,)
From the properties of the d-function we finally conclude
Ope(x,t, | @0, t0) = Op - J (2,1, [ X0, o)

G (x,t)
2

J({B,t, ’xmto) = _b(wat) p{(x7t7 ‘w07t0) + 8:1! : pﬁ(a}ata ’xmto)

We thus derived the Fokker-Planck equation:

1
8tp£ =0 - (bpﬁ) + iamazc : (G pE)

(1.22)

(1.2b)

(1.3)

In the probabilistic literature (1.2a) or equivalently (1.3) are referred to as forward Kolmogorov equation. The describe
the forward in time ¢ evolution of a transition probability density satisfying under our hypothesis the initial condition

tlir% pﬁ(m7 tv | Lo, tO) = 5(d) (IE - xo)

(1.4)



2 Master equation for Markov processes with jumps

Proposition 2.1. Ler us suppose that the S-valued Markov process &, satisfies for t € |t,, t¢] the hypotheses i (jump
condition), 11 (drift condition), iti (diffusivity condition) of lecture 14. Then as function of the conditioned event the
transition probability density of the Markov process satisfies the integro-differential equation

(8 — £hp(x,t]) = ]éddz [Ki(x|2)p(2, t]-) — Ki(z|z)p(, 1]-)] 2.1)

where JCS is the principal value integral and £ is the adjoint of the continuous part of the generator of the process.

Proof. Let f be an arbitrary, smooth and integrable test function. The we have

DEF(E)) = O, /S diz f(z) p(.t] )

= lim ddl'ddZ f(l‘)*f(Z)

t+dt t t]- 2.2
tim | (@t +dt] 2, bzt )

For arbitrary € we can define
Vi={z eS| |z-z|<e} (2.3)
and VZ := S/VZ. We have on the one hand

/ dd:cf(x)d_tf(z)p(w,t—i-dt]z,t)
Vs

:/ gl [(:c—z)‘f)z—l—%(a:—z)@(m—z):0z®8z
Vs

- 1@ +oll @ == )| pla,t +dt] 2.1) 4)

Taking the first the limit d¢ | 0 and then € | O since the drift and diffusivity conditions hold for arbitrary € we obtain

li O (€) vz = [ % (Sa) (a0 et ] ) es)
S
On the other hand, we have by the jump-rate condition ¢

lim izt LB =S a2 B p(aat] )

dtl0 Jye xs dt
= [ dtadtilf@) - fR]Ki(e ] 2)p(e ) = OB f(E) 26

Gathering the two contributions we obtain

/de’xf(as) {(at —ehp(a,t]) - ]lsddz Ky (2| 2) p(z,t|-) — Ki(z| @) pla, £ -)]} —0 27

where in general
[ s s (et ) -
S

- / A"z [f(z)n - J(z,t]) + p(x, t])n - Opf(x)] + / d'a f(x)0z - J (x,t]-) (2.82)
s S

J(@,t]) == —b(m, ) pl, 1) + %am Gz, 1) pla, 1] (2.8b)

for n the unit vector orthogonal and outwards pointing to dS. The arbitrariness of f implies that the (2.7) vanishes
generically only if the argument of the curly brackets vanishes, as claimed. O



3 Forward Kolmogorov equation (Fokker-Planck) equation

The adjoint £ reduces to the differential operation
e = —b(x,t) - O + 0 ® O : G(x,1) (3.1)
if
f@)n-J(@,t]) +p(,t])n - 0z f(x) =0 (3.2)
for all € JS. There are at least four interesting cases when this circumstance occurs.
e Probability conservation:
n-J(x,t]-)=0 Vax € 0S (3.3)

The geometric interpretation of this condition is intuitive. The vanishing of the probability current on the
boundary of the domain S should enforce probability conservation: if we formally write the current as the sum

n- Joutwards’S > 0
J = Joutwards T Jinwards such that
n- Jinwards|S <0

we can interpret (3.3) as a reflecting boundary condition: all incoming trajectories from the interior of A to the
boundary OS are subsequently reflected to the interior of S.

In order (3.9) the condition must be accompanied by
n-Opf(x) =0 Vo € 0S (3.4

This second condition in the proof of the proposition above appears as constraint on the admissible test functions
f. This is also a constraint on the functional space dual to the transition probability density of the Markov
process. More explicitly the Chapman-Kolmogorov equation for any to > #;

p(x2,to | @1, t1) :/ddiﬁp(iﬂz,h|%t)P(33,t|ﬂU1>t1) (3.5)
S

requires

0 = Op(xa, ta |1, t1) = —/de;v [(£2p)(x2, t2| @, t) p(x, t| x1,t1) + p(x2, t2| T, t) Opp(x, t | 21,11)](3.6)
Combining this latter equation with (3.1) and (3.3) imposes that
n-0zp(-|x,t) =0 Va e oS (3.7
is the boundary condition satisfied by the backward Kolmogorov equation if probability is to be conserved in S.
e Probability absorption:
p(x,t]-) =0 Va e oS (3.8)
By (3.6) this condition entails
f(x) =p(-|z,t) =0 Va €S 3.9
for elements on the dual space.
e S unbounded (e.g. S = R%): integrability requires (3.3) and (3.8) to coincide

e S = T%: periodic boundary conditions.



