
Lineaariset mallit, Spring 2012, Exercise 6, week 18

1. Continuation of Exercises 4.3 and 5.1. Derive an F -test for the hypothesis H :

β1 = β2. (Hint : Express the F -test statistic in terms of residual sum of squares.)

2. Consider the linear regression model Yi = β1+β2xi2+ · · ·+βpxip+ εi, i = 1, ..., n,

where ε1, ..., εn are independent and εi ∼ N
(
0, σ2

)
, and the purpose is to test the

hypothesis H : β2 = · · · = βp = 0. First show that SSE =
(
1−R2

)∑n
i=1 (yi − ȳ)2 ,

where R2 is the coeffi cient of determination (see. Exercises 3.3), and using this show
further that the F -test statistic for the preceding hypothesis can be written as

F =
(n− p)R2

(p− 1) (1−R2) .

3. Continuation of Exercises 4.4 and 5.2. Suppose that the hypothesis µ1 = µ2 has
been rejected. Construct a 100(1− α)% confidence interval for the difference µ1−µ2.

4. Continuation of Exercises 4.3 and 6.1. (i) Construct a 100(1− α)% confidence
interval for the linear combination a′β1 (a = [a1 · · · ap]′ 6= 0). (ii) Do the same by
assuming the constraint β1 = β2.

5. Suppose that in the linear modelY ∼ N
(
Xβ, σ2In

)
(β ∈ Rp, σ2> 0, r (X) = p) the

regressors are orthogonal or that X′X is a diagonal matrix. Derive the least squares
estimate of the parameter βj , the t-test statistic for the hypothesis H : βj = 0 and
a 100(1− α)% confidence interval for the parameter βj (= the jth component of β).
How do these change if one of the regressors xk (k 6= j) is removed from the model?


