STOCHASTIC PARTICLE SYSTEMS - EXERCISE 3

1. Let (7;)72, be independent Poisson processes with rates (r;):2, satisfying > .r; < oco. Let
7T = U;7;. Show that 7 is a Poisson process with rate r. Moreover, for any s € (0, 00), show that
the first point in 7" that is larger than s comes from the set 7; with probability .

2. Let T = {T},Ts,...} be a Poisson process. Show that given 7,4, the distribution of
(Ty,...,T,) is the same as the distribution of (Si,...,.S,), where (Si,...,5,) is gotten from i.i.d
uniform random variables on [0, 7,1 1] by putting the random variables into increasing order.

3. Consider a discrete time Markov chain X, on a countable state space S. Define the hitting
time 7, = inf{n € N: X,, = y} and then define recursively 7/ *! = 7/ 47,0 0.1, where 0 is the shift

operator and Tg = 0. Note that Ty’“ is the kth time the process visits y. Define also the occupation
times

Ky = sup{k : T; < oo} = Z H{X, =y}
n=0
for y € S and the following hitting probabilities

Toy = P*(1, < 00) = P*(K, > 0).

a) In the discrete case, a random variable T': Q — N is a stopping time if {w : T'(w) = n} € F,,
where F,, is the filtration on the space. Argue that T; is a stopping time for each k.

b) Formulate and prove the strong Markov property in the discrete time and discrete space
setup.

c¢) Show that
P (ky, > k) = P”C(T?f < o0) = rxyr’y“;l.

d) Conclude that if the process starts from = € S, the number of visits to x is either almost
surely infinite, or almost surely finite. In the first case, the state z is called recurrent and in the
second it is called transient.

Hints: a)=-b)=-c)=-d) and induction in c).

4. a) Let X be a discrete time Markov process on some space S and let X have an invariant
measure v. Show that for any measurable B C S, P¥(X,, € B for infinitely many n) > v(B).

b) Now let the space S be countable so that X is a discrete time Markov chain on S. Show

that if v(z) > 0 for some state « € S, then x is recurrent.
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Hints: In b), use d) of the previous problem and a) from this one.

5. Let IV; be a Poisson process of rate A and let F; = o(Ng, s < t) be the smallest o-algebra so
that N, is F; measurable when s < ¢t. Show that

a)

E(N; — M| F,) = N, — As.

E((N; — M)? = Xt|F,) = (Ny — As)? — As.



