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Exercises 2

1. Show that

f(y;µ, φ) =
φ√
2π

exp

(

−(y − µ)2

φ2

)

, y, µ ∈ R, φ ∈ R
+

does NOT belong to the exponential family.

2. Let y1, . . . yn be a random sample from Poisson(µ) where mean value
µ > 0 is unknown. Show that µ̂ = ȳ maximizes the likelihood function

L(µ) =

n
∏

i=1

[

µyi

yi!
e−µ

]

3. Let y1, . . . yn be a random sample from Gamma(β, α) distribution with
density function

f(y; β, α) =
1

Γ(α)
βαyα−1e−βy.

Derive the formulas for score function, expected information matrix
and observed information matrix.

4. Suppose that Y1, . . . , Yn are independent and satisfy the linear model

µi = E(Yi) =

p
∑

j=1

xijβj

for given covariates xij and unknown parameters β.

a) Show that if Yi has the Laplace distribution

fYi
(yi;µi, σ) =

1

2σ
exp (−|yi − µi|/σ)

then the maximum likelihood estimate of β is obtained by minimiz-
ing the L1

S1(y, ŷ) =
∑

|yi − ŷi|
over values of ŷ satisfying the linear model.
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b) Show that if Yi is uniformly distributed over the range (µi−σ, µi+σ),
maximum-likelihood estimates are obtained by minimizing the L

∞
-

norm
S
∞
(y, ŷ) = max

i
|yi − ŷi|.

5. Show that when the canonical link is used in a generalized linear model,
the expected information and observed information are equal.


