
Department of Mathematics and Statistics

Stokastiset prosessit

Exercises 5

10.06.2008

1. Consider a reflecting random walk on the interval {0, 1, . . . , d}. In other words,

suppose p + q = 1 and the transition probabilities satisfy

pij =



p when j = i + 1 and 0 < i < d

q when j = i− 1 ja 0 < i < d

1 when i = 0, j = 1 tai i = d, j = d− 1

0 otherwise.

a) Is the chain reversible ?

b) Determine the stationary distribution.

2. Suppose T ∼ Exp ( λ ) and S ∼ Exp ( µ ) are independent. Show by calculating

that

P ( T + S ≤ t + s |T + S > t, T < t ) = P ( S ≤ s ) .

3. Let N(t) be Poisson process. Suppose 0 < t < u < v < s are given. What is the

distribution of the random variable N(v)−N(u) given we know that N(s)−N(t) =

n ?

4. The uniqueness of the stationary distribution. Suppose that (Xn) is finite and

irreducible MC and α ∈ S. Suppose π̃ is some stationary distribution of (Xn).

Denote

A
(n)
j (k) := Pj ( Xm 6= α for 1 ≤ m < n and Xn = k ) .

a) Represent the probability A
(n)
j (k) with the help of hitting time τα and random

variable Xn and deduce the estimate

A
(n)
j (k) ≤ Pj ( τα > n )

for k 6= α.



b) Show that ∑
k 6=α

A
(n)
j (k)pki = A

(n+1)
j (i)

when i 6= α and n ≥ 1.

c) Show that

π̃j = π̃α

n∑
m=1

A(m)
α (j) +

∑
l 6=α

π̃lA
(n)
l (j),

when j 6= α and n ≥ 1 [Hint: induction, definition of the stationary distribution

and part b)]

d) Suppose p
(m)
αj > 0 and suppose m is the smallest number with this property.

Show that

Pj ( τα > n ) ≤ Pα ( τα > n + m )

p
(m)
αj

→ 0,

when n →∞.


