
CHAPTER 2: DIFFERENTIAL FORMS

2.1 Multilinear forms

Let V be a vector space, dimV = n < ∞, over the field K = R or K = C. The

dual space V ∗ consists of all linear functions f : V → K and it is a vector space

under the usual addition and scalar multiplication of functions. If {e1, . . . , en} is a

basis of V then we can define a basis {f1, . . . , fn} of V ∗ by fi(ej) = δij . We denote

Ω1(V ) = V ∗.

Next we define Ω2(V ) = V ∗ ∧ V ∗ as the space of antisymmetric functions f :

V × V → K which are linear in both arguments. Ω2(V ) is a vector space of

dimension n(n− 1)/2. A basis is given by the functions fij defined by

fij(ek, el) = δikδjl − δilδjk

with 1 ≤ i < j ≤ n. We set fji = −fij . A general element of Ω2(V ) is then a

linear combination f = aijfij with aij = −aji, that is, elements in Ω2(V ) are

antisymmetric tensors on V ∗.

If f, g ∈ Ω1(V ) then f ∧ g ∈ Ω2(V ) with (f ∧ g)(x, y) = f(x)g(y)− f(y)g(x). In

particular, fij = fi ∧ fj . The wedge product is antisymmetric, f ∧ g = −g ∧ f.

Example When V = R3 the wedge product is simply the cross product of vec-

tors. We can identify Ω2(R3) as the space R3 by using the standard basis: The ele-

ments in an antisymmetric tensor (aij) are parametrized by a vector (a23, a31, a12)

and then x ∧ y = (x2y3 − x3y2, x3y1 − x1y3, x1y2 − x2y1).

In general, Ωk(V ) denotes the space of alternating multilinear forms f : V ×V ×

· · · × V → K (k arguments). Alternating means that the sign of the function is

reversed when a pair of arguments is transposed. In other words, a permutation σ

of the arguments can be compensated by a multiplication by ε(σ) where ε(σ) = ±1

is the parity of the permutation,

f(xσ(1), ..., xσ(n)) = ε(σ)f(x1, ..., xn).

A basis in Ωk(V ) is given by the multilinear forms fi1i2...ik
defined by

fi1...ik
(x(1), . . . , x(k)) = det (x(j)

im
).
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By the symmetry properties of the determinant the right-hand-side indeed defines

an alternating form. The dimension of Ωk(V ) is equal to the binomial factor
( n

k

)
.

In particular, dim Ωn(V ) = 1 and Ωk(V ) = 0 for k > n. We set Ω0(V ) = K and

Ω(V ) = Ω0(V )⊕ Ω1(V )⊕ · · · ⊕ Ωn(V ).

The dimension of the direct sum is

dim Ω(V ) =
∑

k

(
n
k

)
= 2n.

We generalize the wedge product to a product

Ωj(V )× Ωk(V ) → Ωj+k(V )

by the formula

(f∧g)(x(1), . . . , x(j+k)) =
1
j!

1
k!

∑
σ∈Sj+k

ε(σ)f(x(σ(1)), . . . , x(σ(j)))g(x(σ(j+1)), . . . , x(σ(j+k))),

where Sn is the group of permutations of integers 1, 2, . . . , n.

Exercise 1 Show that f ∧ g is alternating.

Exercise 2 Prove that f ∧ g = (−1)jkg ∧ f.

Exercise 3 Prove that f ∧ (g ∧ h) = (f ∧ g) ∧ h.

Note that the basis fi1i2...ik
defined above is obtained from the fi’s,

fi1i2...ik
= fi1 ∧ fi2 ∧ · · · ∧ fik

.

2.2 Differential forms

LetM be a smooth manifold of dimension n. A differential form of degree k onM

is a smooth distribution ωx ∈ Ωk(TxM) of alternating forms in the tangent spaces.

We denote by Ωk(M) the set of differential forms of degree k. Smoothness of the

distribution x 7→ ωx is defined in terms of local coordinates x1, . . . , xn. Recall that

each coordinate xi defines a local vector field ∂i = ∂
∂xi

, interpreted as a derivation of

the algebra C∞(M). A tangent vector at a point x is uniquely written as v = vi∂
i.

For this reason ω is given in terms of the coordinate functions

ωi1...ik(x) = ωx(∂i1 , . . . , ∂ik).
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Smoothness of ω means that the coordinate functions ωi1...ik(x) are smooth func-

tions of the coordinates xi.

Locally, a basis for Ω1(M) is given by the differential 1-forms dxi defined by

dxi(∂j) = δij .

A basis for k-forms is given by

dxi1 ∧ dxi2 ∧ · · · ∧ dxik
with 1 ≤ i1 < i2 < · · · < ik ≤ n.

In the given coordinate chart we have then

ω =
1
k!
ωi1i2...ik(x)dxi1 ∧ dxi2 ∧ · · · ∧ dxik

.

The wedge pruduct of forms ω ∈ Ωj(M) and θ ∈ Ωk(M) is a form in Ωj+k(M)

defined pointwise as (ω ∧ θ)x = ωx ∧ θx. The product is associative and

ω ∧ θ = (−1)jkθ ∧ ω.

The exterior derivative of ω ∈ Ωk(M) is defined in terms of local coordinates as

an element dω of Ωk+1(M),

(1) d
(
ωi1...ikdxi1 ∧ · · · ∧ dxik

)
= ∂jωi1...ikdxj ∧ dxi1 ∧ · · · ∧ dxik

We define Ω0(M) = C∞(M) and then

df = ∂jfdxj

for a smooth function f. We must also check that the definition of dω in terms of

local coordinates is compatible with coordinate tranformations. Since ∂′k = ∂
∂x′k

=
∂xj

∂x′k
∂j by the chain rule, we obtain

ω′i1...ik = ω(∂′i1 , . . . , ∂′ik) = ω(∂j1 , . . . , ∂jk)
∂xj1

∂x′i1
. . .

∂xjk

∂x′ik

.

In other words,

ωi1...ikdxi1 ∧ · · · ∧ dxik
= ω′j1...jkdx′j1 ∧ · · · ∧ dx

′
jk
,

for

ω′i1...ik = ωj1...jk
∂xj1

∂x′i1
. . .

∂xjk

∂x′ik

.
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When the exterior differentiation is applied to the right-hand-side we obtain an

expression similar to (1) but the coordinates xi replaced by x′i; But the exterior

derivative of the right-hand-side is equal to

∂′jω′i1...ikdx′j ∧ dx′i1 ∧ · · · ∧ dx
′
ik

=
∂xl

∂x′j
∂l

(
∂xj1

∂x′i1
. . .

∂xjk

∂x′ik

ωj1...jk

)
dx′j ∧ dx′i1 ∧ · · · ∧ dx

′
ik

= ∂lωi1...ikdxl ∧ dxi1 · · · ∧ dxik
+ ωj1...jk

∂2xj1

∂x′jx
′
i1

∂xj2

∂x′i2
. . .

∂xjk

∂x′ik

dx′j ∧ dx′i1 · · · ∧ dx
′
ik

+ . . . .

Using the antisymmetry of the wedge products dxj ∧ dxip
and the symmetry of

the second derivatives we observe that all the terms involving second derivatives

are identically zero and therefore only the first term remains, giving the exterior

derivative of ω in the xi coordinates.

To remember the transformation rule for differential forms it is sufficient to keep

in mind the transformation for 1-forms,

dx′i =
∂x′i
∂xj

dxj ,

since the higher order forms are exterior products of the basic 1-forms and smooth

functions.

Theorem. d2 = 0.

Proof.

d2(ωi1...ikdxi1 ∧ · · · ∧ dxik
) = d

(
∂jωi1...ikdxj ∧ dxi1 ∧ · · · ∧ dxik

)
= ∂l∂jωi1...ikdxl ∧ dxj ∧ . . . dxik

.

Again, using the symmetry of second derivatives and antisymmetry of the wedge

product dxl ∧ dxj we see that all terms on the right vanish and thus d2ω = 0.

Note that dω = 0 for ω ∈ Ω0(M) implies that ω is a constant function in

each connected component of M. Set Ω(M) = Ω0(M) ⊕ Ω1(M) ⊕ . . .Ωn(M) with

n = dimM.

Theorem. Let ω ∈ Ωp(M) and θ ∈ Ωq(M). Then d(ω∧ θ) = dω∧ θ+(−1)pω∧dθ.
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Proof. Set ω = ωi1...ipdxi1 ∧ · · · ∧ dxip and φ = φj1...jqdxj1 ∧ · · · ∧ dxjq . Then

ω ∧ φ = ωi1...ipφj1...jqdxi1 ∧ . . . dxip
∧ dxj1 ∧ · · · ∧ dxjq

d(ω ∧ φ) = φj1...jq∂kωi1...ipdxk ∧ dxi1 ∧ . . . dxip
∧ dxj1 ∧ · · · ∧ dxjq

+ ωi1...ip∂kφj1...jqdxk ∧ dxi1 ∧ . . . dxjq

= dω ∧ φ+ (−1)pωi1...ip∂kφj1...jqdxi1 . . . dxip
∧ dxk ∧ dxj1 ∧ . . . dxjq

= dω ∧ φ+ (−1)pω ∧ dφ,

where we have used the alternating property of the wedge product, dxi1 ∧ . . . dxip
∧

dxk = (−1)pdxk ∧ dxi1 ∧ . . . dxip
.

There is alternative way to think about differential forms. Let X ∈ D1(M) and

ω ∈ Ω1(M). We can define a smooth function on M by f(x) = ωx(X(x)) by the

natural pairing of tangent vectors X(x) and the elements ωx ∈ T ∗xM in the dual.

Thus a 1-form is a map from D1(M) to C∞(M). This map is linear, moreover

ω(gX) = gω(X) for any smooth function g.

In a similar way, any ω ∈ Ωk(M) can be thought of as a multilinear function

ω : D1(M)×D1(M)× . . . D1(M) → C∞(M) by

ω(X1, X2, . . . , Xk)(x) = ωx(X1(x), . . . , Xk(x)).

By the definition of a differential form, this map is alternating.

There is converse result which we state without proof: Any alternating map

D1(M) × · · · × D1(M) → C∞(M) which is C∞(M) linear in each variable, is

uniquely represented by a differential form.

Let f ∈ Ω0(M) and X ∈ D1(M). Then

df(X) = (∂kfdxk)(Xj∂
j) = Xj∂

kfdxk(∂j) = Xj∂
jf = X · f.

Next let ω ∈ Ω1(M) and X,Y ∈ D1(M). Now

(dω)(X,Y ) = (∂jωidxj ∧ dxi)(X,Y ) = (∂jωi)(dxj(X)dxi(Y )− dxj(Y )dxi(X))

= (∂jωi)(XjYi − YjXi) = X · ω(Y )− Y · ω(X)− ωi(Xj∂
jYi − Yj∂

jXi)

= X · ω(Y )− Y · ω(X)− ω([X,Y ]).
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Exercise Generalize the formula above to differential forms of degree k,

(dω)(X1, . . . , Xk+1) =
∑

i

(−1)i−1Xi · ω(X1, . . . , X̂i, . . . , Xk+1)

+
∑
i<j

(−1)i+jω([Xi, Xj ], X1, . . . , X̂i, . . . , X̂j , . . . , Xk+1),

where the hat over Xi means that this variable is deleted from the sequence.

Next we define the interior product of a vector field X and a k form ω.

(iXω)(X1, . . . , Xk−1) = ω(X,X1, . . . , Xk−1).

Note that iXω is a form of degree k− 1. For example, when ω ∈ Ω1(M), then iXω

is simply the function ω(X). If ω = 1
2ω

ijdxi ∧ dxj then

(iXω)(Y ) = ω(X,Y ) =
1
2
ωij(XiYj −XjYi)

= Yiω
jiXj ,

by ωij = −ωji. Thus iXω = θ with θi = Xjω
ji. In general, for ω = 1

k!ω
i1...ikdxi1 ∧

· · · ∧ dxik
we have

(iXω)i1...ik−1 = Xjω
ji1...ik−1 .

For any smooth map f : M → N we define the pull-back operator f∗ : Ωk(N) →

Ωk(M) by

(f∗ω)x(v1, . . . , vk) = ωf(x)(Txf · v1, . . . , Txf · vk)

for v1, . . . , vk ∈ TxM. In terms of local coordinates xi on M and yi on N we have

(f∗ω)i1...ik(x) =
∂yj1

∂xi1

. . .
∂yjk

∂xik

ωj1...jk(y).

In the case when M = N this gives us again the coordinate transformation rule of

differential forms.

Exercise Show that f∗(dω) = d(f∗ω) and f∗(ω ∧ θ) = (f∗ω) ∧ (f∗θ) for all

differential forms ω, θ and a smooth map f.

The pull-back of a form h ∈ C∞(M) = Ω0(M) is simply the composed function

f∗h = h ◦ f.

Finally we define the Lie derivative of a k− form ω in the direction of a vector

field X as the k−form LXω,

(LXω)(X1, . . . , Xk) = X · ω(X1, . . . , Xk)−
k∑

i=1

ω(X1, . . . , [X,Xi], . . . , Xk).
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In terms of local coordinates,

(LXω)i1...ik = X · ωi1...ik +
k∑

α=1

(∂iαXj)ωi1...iα−1jiα+1...ik .

Exercise Prove the relation LX = d ◦ iX + iX ◦ d.

2.3 Maxwell’s equations and differential forms

We arrange the Cartesian coordinates of the electric field E and the magnetic

field B as an antisymmetric 4× 4 matrix,

(Fµν) =


0 −Ex −Ey −Ez

Ex 0 −cBz +cBy

Ey cBz 0 −cBx

Ez −cBy cBx 0

 .

We label the rows and columns by µ, ν = 0, 1, 2, 3 and we set F = 1
2F

µνdxµ ∧ dxν .

Let φ be an electric scalar potential and A a magnetic vector potential. Then

E = −∇φ− ∂0A and B = ∇×A,

where ∂0 = 1
c

∂
∂t but we shall work in units with speed of light c = 1. Define the

1-form A = Aµdxµ with A0 = φ and Ai = cAi. Thus we may write

Fµν = ∂µAν − ∂νAµ,

that is, F = dA.

Since d2 = 0 we have automatically dF = 0. Written in electric and magnetic

field components this gives the second set of Maxwell’s equations,

∇ ·B = 0

∇×E = −∂B
∂t
.

In order to obtain a differential form expression for the first set of Maxwell’s equa-

tions,

∇ ·E = ρ/ε0

∇×B = µ0

(
ε0
∂E
∂t

+ j
)
,
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with µ0ε0 = 1/c2, we must first fix a metric tensor (gµν) in space-time; this could

be just the Minkowski metric diag(1,−1,−1,−1) but we may take any (pseudo)

Riemannian metric. Note that the second set of Maxwell’s equations is intrinsic to

any smooth manifold, it does not depend on the choice of metric.

We shall denote gij = g(∂i, ∂j) for a (pseudo) Riemannian metric gx : TxM ×

TxM → R. Recall from the relativity course that by definition the matrix (gij)

is symmetric and nondegenerate. The matrix elements of the inverse matrix are

denoted by (gij), so gijg
jk = gijgjk = δik.

We define an orientation on a manifold M of dimension n. The manifold is

oriented if we have a complete system of local coordinates such that all coordinate

transformations x′i = x′i(x1, . . . , xn) satisfy the condition det( ∂x′i
∂xj

) > 0.

Not every manifold can be oriented. The standard spheres Sn inherit an orien-

tation from Rn+1. The orientation on Rn is given by the ordered set of Cartesian

coordinates (x1, x2, . . . , xn). A coordinate system (y1, . . . , yn) on the embedded unit

sphere in Rn+1 is then oriented if the vectors (∂1
y , . . . , ∂

n
y , v) are compatible with the

orientation of Rn+1. Here v is the outward unit normal vector field on the sphere

and compatibility means that the matrix relating the given tangent vectors to the

standard basis has positive determinant. On the other hand, the real projective

plane PR2 = S2/Z2 = (R3 − {0})/R+, consisting of lines through the origin in R3,

has no orientation.

A metric defines a preferred n-form on an oriented manifold, called the volume

form. In terms of local oriented coordinates it is defined as

volM = |det(gij)|1/2dx1 ∧ dx2 ∧ . . . dxn.

Let x′i be another set of oriented coordinates. Then

dx′1 ∧ dx′2 · · · ∧ dx′n = det
(
∂x′i
∂xj

)
dx1 ∧ dx2 · · · ∧ dxn.

On the other hand, g′ij = ∂xk

∂x′i

∂xl

∂x′j
gkl, and this gives

det(g′ij) = det(gij)

(
det

(
∂xi

∂x′j

))2

.

This implies that

|det(g′ij)|1/2dx′1 ∧ dx′2 · · · ∧ dx′n = |det(gij)|1/2dx1 ∧ dx2 · · · ∧ dxn
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and thus the definition of volM is compatible with change of oriented coordinates.

Note that the orientation is really important: If the determinant of the coordinate

transformation is negative then the volume would change the sign.

A metric defines also a duality operation ∗ : Ωk(M) → Ωn−k(M) on differential

forms. In local coordinates,

∗ω = θi1i2...in−kdxi1 ∧ dxi2 . . . dxin−k
with

θi1...in−k = |det(gij)|−1/2 1
k!
ε
i1...in−k

j1...jk
ωj1...jk ,

where εi1...in is the totally antisymmetric tensor with ε12...n = +1 and the raising

of indices is done with the help of the metric tensor as in general relativity.

Example Let M = R4 and gij the Minkowski metric. Then volM = dx0∧dx1∧

dx2 ∧ dx3. The dual of the Maxwell 2-form F = 1
2F

µνdxµ ∧ dxν is given by

(∗F )µν =
1
2
εµν

αβF
αβ ,

so (∗F )12 = F 03, and cyclic permutations of 123, and (∗F )01 = −F 23, and cyclic

permutations of 123. That is, the magnetic components of the dual are equal to

(−1)× the electric components of the original and the electric components of the

dual are equal to the magnetic components of the original field.

The complete set of Maxwell’s equations can now be written as

d ∗ F = J

dF = 0,

where the 3-form J is defined as 1
3!ε

µαβγJµdxα ∧ dxβ ∧ dxγ with J0 = ρ/ε0 and

Jk = cµ0j
k. Here ρ is the charge density and j is the electric current density.

2.4 de Rham cohomology

Recall that d : Ωk(M) → Ωk+1(M) is a linear map with d2 = 0. We set Bk(M) =

d(Ωk−1(M)) ⊂ Ωk(M) and Zk(M) = ker d = {ω ∈ Ωk|dω = 0} ⊂ Ωk(M). These

are linear subspaces with the property Bk(M) ⊂ Zk(M), because of d2 = 0. El-

ements of Zk are called closed forms and elements of Bk are exact forms. We

set

Hk(M) = Zk(M)/Bk(M), with k = 0, 1, 2, . . .
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where H0(M) ≡ Z0(M). Note that Hk(M) = 0 for k > n since Ωk(M) = 0 for

k > n. The vector spaces Hk(M) are called the de Rham cohomology groups of M.

In case when M is compact, one can prove that dimHk(M) <∞ for all k.

Example M = R3. Since df = 0 for f ∈ C∞(M) = Ω0(M) means that f is

a constant function, we get H0(R3) = R. If ω = ωidxi satisfies dω = 0 then the

vector field (ω1, ω2, ω3) has zero curl, and we know vector analysis that there is

a scalar potential f such that ∇f = ω, in other words, df = ω. Thus B1 = Z1

and so H1(R) = 0. If ω = 1
2ω

ijdxi ∧ dxj is a 2-form with dω = 0 then divω = 0

with ω = (ω23, ω31, ω12). This implies that there is a vector potential A such that

∇×A = ω, or in other words, dA = ω,A = Aidxi. Again, Z2 = B2 andH2(R3) = 0.

In the same vein one can show that H3(R3) = 0.

Poincare’s lemma. Let M ⊂ Rn be a star shaped open set. This means that there

is a point z ∈ M such that the line tx + (1 − t)z, 0 ≤ t ≤ 1, belongs to M for any

x ∈M. Let ω be a closed k−form on M, k > 0. Then there exists a (k − 1)-form θ

such that dθ = ω.

Proof. Define

θi1...ik−1(x) = k

∫ 1

0

tk−1(xj − zj)ωji1i2...ik−1(tx+ (1− t)z)dt.

We claim that dθ = ω. Now

dθ = k

∫ 1

0

tk−1ωji1...ik−1(tx+ (1− t)z)dxj ∧ dxi1 ∧ . . . dxik−1dt

+ k

∫
tk(xj − zj)∂lωji1...ik−1(tx+ (1− t)z)dxl ∧ dxi1 ∧ . . . dxik−1dt.(1)

The equation dω = 0 gives

∂lωji1...ik−1 ± cyclic permutations of lji1 . . . ik−1 = 0,

where the signs are given by the parity of the cyclic permutation. From this equation

one can reduce, by setting the contraction i∂jdω equal to zero,

k∂lωji1...ik−1dxl ∧ dxi1 ∧ · · · ∧ dxik−1 = ∂jωli1...ik−1dxl ∧ · · · ∧ dxik−1 .

Note that in local coordinates

i∂jdω∗ + di∂jω∗ = L∂jω∗ = ∂jω∗.
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Inserting this to the second term I2 on the right-hand-side of (1) we obtain

I2 =
∫ 1

0

(xj − zj)tk∂jωli1...ik−1(tx+ (1− t)z)dxl ∧ dxi1 · · · ∧ dxik−1dt

=
∫ 1

0

tk
d

dt
ωli1...ik−1(tx+ (1− t)z)dxl ∧ dxi1 . . . dxik−1dt

= −k
∫ 1

0

tk−1ωli1...ik−1(tx+ (1− t)z)dxl ∧ dxi1 ∧ . . . dxik−1dt

+ ωli1...ik−1dxl ∧ dxi1 · · · ∧ dxik−1 .

Insertion to (1) completes the proof of dθ = ω.

The above result extends (by a use of coordinates) to the case when M is a

contractible subset of a smooth manifold: contractibility means that the identity

map on M can be smoothly deformed to a constant map x 7→ X0 on M. Let

ft : M → M be such a contraction, f0(x) = x0 and f1(x) = x, 0 ≤ t ≤ 1. Then

one can repeat the proof but with the straight lines t 7→ tx + (1 − t)z replaced by

t 7→ ft(x), z = x0, see Nakahara, section 6.3, for details.

Example 1 Let M = S1. The 1-form dφ is closed but dφ 6= df for any smooth

function f on S1. Note that the polar angle φ is not a function on S1 since it is

nonperiodic. Any 1-form on S1 is given as f(φ)dφ for some periodic function f of

φ. The integral of f over the interval [0, 2π] gives a real number λf . If λf = λg

for any two functions f, g then we can write f − g = h′ for a periodic function h,

that is, fdφ − gdφ = dh. It follows that the cohomology classes [f ] ∈ H1(S1) are

parametrized by the integral λf and so H1(S1) = R.

Example 2 On the unit sphere S2 the area form is given as ω = sin θdθ ∧ dφ in

spherical coordinates. Locally, ω = d(− cos θdφ) = d(−φ sin θdθ).Note that the first

expression becomes singular at the poles θ = 0, π whereas the second is nonperiodic

in the coordinate φ. One can prove that H2(S2) = R and that the cohomology

classes are parametrized by the integral of the 2-form over S2. In general, it is

known that Hk(Sn) = 0 for 1 ≤ k ≤ n− 1 and that H0(Sn) = R = Hn(Sn).

Example 3 H1(S1×S1) = R2 (basis of 1-forms dφ1, dφ2) and H2(S1×S1) = R,

basis dφ1 ∧ dφ2.
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2.5 Integration of differential forms

Let M be a smooth oriented manifold of dimension n. We fix an atlas of coordi-

nate neighborhoods compatible with the given orientation. Let x1, . . . , xn be local

coordinates on an open set U ⊂M. Asssume that f ∈ C∞(M) is such that f(x) = 0

when x is outside of a compact subset K of U. Then ω = f(x)dx1 ∧ dx2 · · · ∧ dxn

is a n− form on M. We define the integral∫
ω =

∫
f(x)dx1dx2 . . . dxn,

as the ordinary Riemann integral in Rn.

Let us assume that we have a locally finite atlas (Uα, φα). This means that for

any x ∈ M there is an open neighborhood V of x such that V intersects only a

finite number of the sets Uα. A space which has a locally finite cover is said to be

paracompact. In fact, any finite-dimensional manifold is paracompact. A locally

finite atlas has a subordinate partition of unity. That is, there is a family of smooth

nonnegative functions ρα : M → R such that

(1) suppρα ⊂ Uα

(2)
∑

α ρα(x) = 1 for all x ∈M.

The support suppf of a function f is defined as a closure of the set of points x for

which f(x) 6= 0.

Let ω ∈ Ωn(M). we define ∫
M

ω =
∑
α

∫
ραω,

and we apply the previous definition to each term on the right-hand-side. The

integral converges always when M is compact.

Exercise Show that the above definition does not depend on the choice of the

partition of unity or of the locally finite atlas.

Next we want to define the integral of a form ω ∈ Ωk(M) over a parametrized

k− surface for arbitrary 0 ≤ k ≤ n.

A standard k-simplex in Rk is the subset

σk = {(x1, . . . , xk) ∈ Rk|
∑

xi ≤ 1, xj ≥ 0}.
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So σ0 is just a point, σ1 is the unit interval, σ2 is a triangle, etc.

A singular k-simplex is any smooth map sk : σk → M. A k-chain is a formal

linear combination
∑
aαsk,α, with aα ∈ R and each sk,α is a singular k− simplex.

We define an affine map F i
k : σk−1 → σk where i = 0, 1, . . . , k. Note that the

subset of points in σk with the coordinate xi = 0 can be naturally identified as a

k − 1 simplex σk−1 for 1 ≤ i ≤ k. This defines the map (as an identity map) for

i = 1, 2 . . . , k. The remaining map F 0
k sends the (k − 1)-simplex σk−1 to the face

of the k-simplex which is not parallel to any of the coordinate axes. The map is

completely fixed by requiring it to be affine and compatible with the orientations,

and such that the origin of σk−1 is mapped to the vertex of σk lying on the first

coordinate axes, and the vertex of σk−1 lying on the i :th coordinate axes is mapped

to the vertex of σk on the (i+ 1):th coordinate axes, for i = 1, 2, . . . , k− 1. See the

picture below.

The boundary of a singular k-simplex sk : σk →M is the singular k-chain defined

as

∂sk =
k∑

i=0

(−1)isk ◦ F i
k.

we extend the definition, by linearity, to the space Ck of singular k-chains, ∂ : Ck →

Ck−1.

Theorem. ∂2 = 0.

Proof. We first observe that

F i
k ◦ F

j
k−1 = F j

kF
i−1
k−1, for j < i.
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Let s =
∑

α aαsk,α ∈ Ck. Then

∂2s = ∂
∑
α

aα

k∑
i=0

(−1)isk,α ◦ F i
k

=
∑
α

aα

k∑
i=0

(−1)i
k−1∑
j=0

sk,α ◦ F i
k ◦ F

j
k−1(−1)j

=
∑
α

aα

 ∑
0≤i≤j≤k−1

(−1)i+jsk,αF
i
k ◦ F

j
k−1

+
∑

0≤j<i≤k

(−1)i+jsk,αF
i
k ◦ F

j
k−1


=
∑
α

aα

 ∑
0≤i≤j≤k−1

(−1)i+jsk,αF
i
k ◦ F

j
k−1

+
∑

0≤j<i≤k

(−1)i+jsk,αF
j
k ◦ F

i−1
k−1

 .

Relabel i 7→ j, j 7→ i − 1 in the first term of right-hand-side of the last equality;

then the terms cancel.

A cycle is a singular chain s such that ∂s = 0. A boundary is a singular chain

b such that b = ∂s for some singular chain s. Denote by Zk the space of k-cycles

and by Bk the space of k-boundaries. Finally, the singular k-homology group is the

space

Hk(M) = Hk(M,R) = Zk(M)/Bk(M).

Sometimes one considers also the homology group Hk(M,Z) which is defined as

the real homology group but one restricts to integral linear combinations of the

singular k-simplexes.

Exercise Show that H0(M) is isomorphic with Rk, where k is the number of

path connected components of M.

The homology groups Hk of contractible manifolds vanish for k > 0, so in par-

ticular Hk(Rn) = 0 for k > 0. On the other hand, Hn(Sn) = R but Hk(Sn) = 0 for

0 < k < n.

We define the integral of a k-form over a singular k-chain s =
∑

α aαsk,α,∫
s

ω =
∑
α

aα

∫
σk

s∗k,αω.
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Each of the integral on the right is an ordinary Riemann integral of a smooth

function defined in the standard simplex σk ⊂ Rk, after writing each of the pull-

back forms as f(x)dx1 ∧ . . . dxk.

Theorem. (Stokes’ theorem) ∫
s

dω =
∫

∂s

ω

for any ω ∈ Ωk−1(M) and for any singular k-chain s.

Proof. By linearity, it is sufficient to give the proof for a single singular k-simplex

sk. But in this case a typical term in s∗kω can be written as

s∗kω =
k∑

j=1

bj(x)dx1 ∧ . . . ˆdxj ∧ . . . dxk(−1)j−1

for some smooth functions bj . Then

d(s∗kω) = s∗k(dω) =
∑

(∂jbj)dx1 ∧ · · · ∧ dxk = f(x)dx1 ∧ · · · ∧ dxk.

We can now apply to familiar Gauss’ theorem for vector fields in Rk,∫
σk

∂jbjdx1 . . . dxk =
∫

∂σk

b · ndS,

where n is the outward normal vector field on σk and dS is the Euclidean area

measure on the surface ∂σk of the k-simplex. But the right-hand-side of the equation

is equal to the integral
∫

∂σk
s∗kω, which proves the theorem.

We have a pairing Hk(M)×Hk(M) → R which is given as

< [s], [ω] >=
∫

s

ω.

Because of Stokes’ theorem the right-hand-side does not depend on particular rep-

resentatives of the (co)homology classes, i.e., if s − s′ is a boundary and ω − ω′ is

a coboundary then ∫
s

ω =
∫

s′
ω′.

For compact oriented manifolds one can prove that the pairing is nondegenerate,

i.e., if < [s], [ω] >= 0 for all [ω] (resp. for all [s]) then [s] = 0 (resp. [ω] = 0).
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There is a more refined version of Stokes’ theorem (which we are not going to

prove). This uses the idea of a closed submanifold with boundary. A manifold M

with boundary is defined using the half space Rn
+ = {x ∈ Rn|xn ≥ 0} as a model

instead of the vector space Rn. That is, M should be equipped with a cover by open

sets U and coordinate maps φ : U → Rn
+ which are homeomorphism to open subsets

of the half space. The coordinate transformations φ ◦ψ−1 are again required to be

smooth in their domain of definition. Note that the derivative in the xn direction

at the boundary points xn = 0 is only defined to the positive direction.

Example The closed unit ball Bn = {x ∈ Rn|||x|| ≤ 1} is a manifold with

boundary. The set of boundary points is the manifold Sn−1.

Let N ⊂M be an oriented manifold with boundary (dimension n) embedded in

M. Its boundary ∂N is a manifold of dimension n − 1. Let ω ∈ Ωn−1(M). Then

one can prove ∫
N

dω =
∫

∂N

ω.

Note that the integral on the left is an integral of a n-form over a manifold of

dimension n (and this we have already defined) and on the right we have an integral

of a (n− 1)-form over a manifold of dimension n− 1.

Additional reading: Nakahara: 5.4, 5.5, and Chapter 6

Chern, Chen, and Lam: Chapters 2 and 3


