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CHAPTER 1 GENERAL STRUCTURE OF LIE ALGEBRAS

1.1. Lie algebras and homomorphisms

Let F be the field of real or complex numbers. A Lie algebra is a vector space g

over F with a Lie product (or commutator ) [·, ·] : g × g → g such that

(1) x �→ [x, y] is linear for any y ∈ g,

(2) [x, y] = −[y, x],

(3) [x, [y, z]] + [y, [z, x]] + [z, [x, y]] = 0.

The last condition is called the Jacobi identity . From (1) and (2) it follows that

also y �→ [x, y] is linear for any x ∈ g. In this chapter we shall consider only finite-

dimensional Lie algebras. In any vector space g one can always define a trivial

Lie product [x, y] ≡ 0. A Lie algebra with this commutator is Abelian. The space

gl(n, R) of all real n × n matrices is naturally a Lie algebra with respect to the

matrix commutator [X,Y ] = XY − Y X, and correspondingly the complex algebra

gl(n, C).

Some other nontrivial examples follow:

Example 1.1.1. Let o(n) denote the space of all real antisymmetric n × n

matrices. The commutator of a pair of matrices is defined by

[x, y] = xy − yx

(ordinary matrix multiplication in xy). Since (xy)t = ytxt, where xt denotes the

transpose of the matrix x, the commutator of two antisymmetric matrices is again

antisymmetric. The commutator clearly satisfies (1) and (2); (3) is checked by a

simple computation. The dimension of the real vector space o(n) is 1
2n(n− 1).

The matrix Lie algebras, like o(n) above, are closely related to groups of matrices.

Let O(n) denote the group of all orthogonal n×n matrices A, AtA = 1. Then the Lie

algebra o(n) consists precisely of those matrices x for which A(s) = exp sx ∈ O(n)

for all s ∈ R. Namely, taking the derivative of A(s)tA(s) at s = 0 one gets

xt + x. So A(s) ∈ O(n) implies x ∈ o(n). On the other hand if x ∈ o(n) then

(exp sx)t = exp sxt = exp(−sx) = (exp sx)−1, so A(s) ∈ O(n).

Example 1.1.2. The real vector space u(n) consisting of anti-

Hermitian n × n matrices x, x∗ = −x, where x∗ = xt and the bar means com-
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plex conjugation, is a Lie algebra with respect to the matrix commutator. Its

dimension is n2. Denoting by U(n) the group of unitary matrices A, A∗A = 1,

one can prove as in the case of orthogonal matrices that exp sx ∈ U(n)∀s ∈ R iff

x ∈ u(n).

Example 1.1.3. The traceless anti-Hermitian n×n matrices form a Lie algebra

to be denoted by su(n) and it corresponds to the group SU(n) = {A ∈ U(n) |

detA = 1}. The dimension of su(n) is n2 − 1.

Example 1.1.4. Let J be the antisymmetric 2n× 2n matrix





0 0 . . . 0 −1 0 . . . 0
0 0 . . . 0 0 −1 . . . 0
...

...
. . .

...
...

...
. . .

...
0 0 . . . 0 0 0 . . . −1
1 0 . . . 0 0 0 . . . 0
0 1 . . . 0 0 0 . . . 0
...

...
. . .

...
...

...
. . .

...
0 0 . . . 1 0 0 . . . 0





.

Since detJ = (−1)n+1 �= 0 the form �x, y� = xtJy is nondegenerate (the vectors

x, y are written as column matrices). Define sp(2n) to consist of all real 2n × 2n

matrices x such that xtJ + Jx = 0. This is a Lie algebra and one can associate

to sp(2n) the group Sp(2n) consisting of real matrices A such that AtJA = J , or

equivalently such that A preserves the form �u, v� = utJv, �Au, Av� = �u, v� for all

u, v ∈ R2n. Sp(2n) is the symplectic group defined by J .

Exercise 1.1.5. Find a basis for sp(2n) and show that dim sp(2n) = 2n2 + n.

One can analogously define the complex orthogonal Lie algebra

o(n, C) and the complex symplectic Lie algebra sp(2n, C).

We have also the Lie algebra sl(n, C) of complex traceless n × n matrices and

correspondingly the real Lie algebra sl(n, R).

Let {X1, X2, . . . ,Xn} be a vector space basis of a Lie algebra g. We define the

structure constants ck
ij by

[Xi, Xj ] = ck
ijXk

(sum over the repeated index k; we shall use the same summation convention also

later). From the defining properties (1) and (2) follows that the commutator [X,Y ]

for arbitrary X,Y ∈ g is determined by the structure constants. The Jacobi identity



4 JOUKO MICKELSSON

can be written as

cl
ijc

m
lk + cl

jkcm
li + cl

kic
m
lj = 0

∀i, j, k,m. By the antisymmetry of the Lie product we have ck
ij = −ck

ji.

Example 1.1.6. Let g be a two dimensional Lie algebra with a basis {X1, X2}.

If g is not commutative we can define a nonzero element

e1 = [X1, X2] = αX1 + βX2.

Choose a pair of numbers γ, δ such that αδ − βγ = 1 and set

e2 = γX1 + δX2.

Then [e1, e2] = e1. Thus we have found the general structure of a noncommutative

two dimensional Lie algebra.

Let g and g� be Lie algebras. A linear map φ : g → g� is a homomorphism if

φ([x, y]) = [φ(x), φ(y)]

∀x, y ∈ g. An invertible homomorphism is an isomorphism . The inverse of an

isomorphism is also an isomorphism. An isomorphism of g into itself is an auto-

morphism of the Lie algebra g.

A linear subspace k ⊂ g is a subalgebra of g if [x, y] ∈ k∀x, y ∈ k. A subalgebra

is a Lie algebra in its own right.

Exercise 1.1.7. Let φ : g → g� be a homomorphism. Show that the kernel

kerφ = {x ∈ g | φ(x) = 0} ⊂ g and the image imφ = {φ(x) | x ∈ g} ⊂ g� are

subalgebras.

A subspace k ⊂ g is an ideal if [x, y] ∈ k∀x ∈ g and y ∈ k. In particular,

an ideal is always a subalgebra. If k ⊂ g is an ideal then the quotient space g/k

is naturally a Lie algebra: The commutator of the cosets x + k and y + k is by

definition the coset [x, y] + k. If x� + k = x + k and y� + k = y + k (i.e., x� − x ∈ k

and y�− y ∈ k) then [x�, y�] = [x + (x�−x), y + (y�− y)] ≡ [x, y] mod k by the ideal

property of k; thus [x�, y�] represents the same element in g/k as [x, y] and so the

commutator is well-defined in g/k.

Proposition 1.1.8. Let φ : g → g� be a homomorphism which is onto (i.e., g� =

imφ). Then the Lie algebras g� and g/kerφ are isomorphic.
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Proof. Define ψ : g/kerφ → g� by ψ(x+kerφ) = φ(x). Obviously φ is one-to-one

and it is a homomorphism by ψ([x+kerφ, y+kerφ]) = ψ([x, y]+kerφ) = φ([x, y]) =

[ψ(x+kerφ), ψ(y+kerφ)].

A linear map δ : A→ A in an algebra is a derivation if

δ(a ∗ b) = δ(a) ∗ b + a ∗ δ(b)

for all a, b ∈ A.

Let Der(A) be the set of all derivations of A. Then Der(A) is a Lie subalgebra

of the Lie algebra of all endomorphisms of A.

In the special case when A = g is a Lie algebra we can define a derivation adX

of g for any X ∈ g by

adX : g → g, adX(Y ) = [X,Y ].

This defines a homomorphism ad: g → Der(g); this is called the adjoint represen-

tation of g. The derivations adX are called inner derivations, the rest are outer

derivations.

Exercise 1.1.9 Let g be the three dimensional Lie algebra which as a vector

space is R3, equipped with the commutator [X,Y ] = X ∧ Y, the vector product

in R3. Show that g is a Lie algebra and that it is isomorphic with the Lie algebra

o(3).

Exercise 1.1.10 Let x =
�

0 1
0 0

�
, y =

�
0 0
1 0

�
, h =

�
1 0
0 −1

�
be a basis of

the Lie algebra sl(2, C). Determine explicitely the adjoint representation, i.e., the

matrices adx, ady, adh.

Exercise 1.1.11 Show that the Lie algebras (o)(3), su(2), and sp(2) (the anti-

hermitean part of sp(2, C)) are isomorphic. Show that o(6) and su(4) are isomo-

morphic.

Exercise 1.1.12 Find a two dimensional Lie algebra of 2× 2 matrices which is

isomorphic to the noncommutative two dimensional Lie algebra discussed earlier in

this section.

1.2. Ideals in Lie algebras
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A left (right) ideal in an algebra A is a linear subspace I ⊂ A such that x∗y ∈ I

(y ∗x ∈ I) for all x ∈ A and y ∈ I. An (two sided) ideal is both left and right ideal.

If A is a Lie algebra, there is no difference between left and right ideals since

x ∗ y = [x, y] = −[y, x].

The center of a Lie algebra g is the subspace Z(g) = {x ∈ g|[x, y] = 0∀y ∈ g}.

Clearly the center is an ideal. Another ideal is the subspace [g,g] consisting of all

linear combinations of commutators in the Lie algebra.

Lemma 1.2.1. The vector space sum of two ideals in g is again an ideal in g. The

commutator [I, J ] of a pair of ideals is also an ideal.

Proof. The first claim follows directly from the definition. The second is a simple

consequence of the Jacobi identity.

A Lie algebra g is simple if its only ideals are the trivial ideals 0 and g itself

and if g is not the commutative one dimensional Lie algebra. If g is simple then

g = [g,g] and Z(g) = 0.

The basic example. Let g = sl(2, C). We choose a basis as in the exercise

1.1.10. Then

[h, x] = 2x, [h, y] = −2y, [x, y] = h.

Let I ⊂ g be a nonzero ideal. We choose 0 �= z = ax + by + ch ∈ I. Then

[x, z] = bh− 2cx and [x, bh− 2cx] = −2bx.

Thus bx ∈ I and [y, [y, z]] = −2ay ∈ I.

1) If a �= 0 then y ∈ I and so [x, y] = h ∈ I and − 1
2 [x, h] = x ∈ I and so I = g.

Likewise the case b �= 0.

2) If a = b = 0 then c �= 0 and z = ch ∈ I, so h ∈ I, y = 1
2 [y, h] ∈ I. and

x = − 1
2 [x, h] ∈ I. It follows that I = g.

Thus sl(2, C) is simple. Actually, the above proof holds for sl(2, F) when F is an

arbitrary field of characteristic not equal to 2.

Theorem 1.2.2.

(1) Let φ : g → g� be a Lie algebra homomorphism and I ⊂ g an ideal such

that I ⊂ kerφ. Then there exists a unique homorphism ψ : g/I → g� such

that φ = ψ ◦ π, where π : g → g/I is the canonical homomorphism.
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(2) If I, J ⊂ g is a pair of ideals with I ⊂ J then J/I is an ideal in g/I and

(g/I)/(J/I) � g/J.

(3) If I, J ⊂ g is any pair of ideals then (I + J)/J � I/(I ∩ J).

Proof.

(1) Define the map ψ : g/I → g� by ψ(x + I) = φ(x). It is easy to see that this

is a homomorphism which satisfies the requirement. If ψ� is another such a

homomorphism, then (ψ� − ψ) ◦ π = 0 and so ψ� − ψ = 0 since π is onto.

(2) The first statement follows directly from definitions. For the second, define

a map : (g/I)/(J/I) → g/I by f((x + I) + J/I) = x + J. This map is the

required isomorphism.

(3) Define f : I/(I ∩ J) → (I + J)/J by f(x + I ∩ J) = x + J and check that

this is an isomorphism.

A representation of a Lie algebra g in a vector space V is a Lie algebra homo-

morphism φ : g → End(V ). As an example, any Lie algebra has the natural adjoint

representation in the vector space V = g, adx(y) = [x, y].

A representation is irreducible if the representation space V does not have any

invariant subspaces except of course 0 and V ; a subspace W ⊂ V is invariant if

φ(x)v ∈ W for all x ∈ g and v ∈ W.

If g is a simple Lie algebra then the adjoint representation is necessarily ir-

reducible. Conversely, if g is noncommutative and the adjoint representation is

irreducible then g is simple.

If g is simple then Z(g) = 0 and it follows that the kernel of the adjoint repre-

sentation ad: g → End(g) is zero. Thus g is isomorphic to a subalgebra of End(g).

Choosing a basis in g we see that any simple Lie algebra is isomorphic to a Lie

algebra of matrices.

Let δ ∈ Der(g), g any finite-dimensional Lie algebra. Since δ is a linear operator

in a finite-dimensional vector space we may form the exponential

eδ = 1 + δ +
1
2!

δ2 +
1
3!

δ3 + . . .

to define a linear operator exp(δ) : g → g.

Proposition 1.2.3. The map exp(δ) is an automorphism of g.
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Proof. First, exp(δ) is a linear isomorphism since it has the inverse exp(−δ). But

exp(δ)[x, y] =
�

n

1
n!

δn[x, y]

=
�

n

1
n!

n�

k=0

�
n
k

�
[δk(x), δn−k(y)]

=
∞�

k=0

∞�

i=0

[
1
k!

δk(x),
1
i!

δi(y)] = [eδ(x), eδ(y)]

and so exp(δ) is a Lie algebra homomorphism. Here
�

n
k

�
= n!

k! (n−k)! are the

binomial coefficients.

The automorphisms of the type exp(δ) when δ = adx are called inner automor-

phisms. They generate a group (upon multiplication), to be denoted by Int(g); this

is a subgroup of the group Aut(g) of all automorphims of g.

Proposition 1.2.4. The group Int(g) is a normal subgroup of Aut(g).

Proof. Let φ ∈ Aut(g) and x, y ∈ g. Then

φ ◦ adx ◦ φ−1(y) = φ([x,φ−1(y)]) = [φ(x), y] = adφ(x)(y)

and thus φ ◦ adx ◦ φ−1 = adφ(x) which proves the statement.

Exercise 1.2.5 Let g be a given subalgebra of End(V ), where V is a finite-

dimensional vector space. Show that eadx(y) = exye−x for any x, y ∈ g.

Exercise 1.2.6 Let g = sl(2, C) and choose a basis {x, h, y} as in the exercise

1.1.10. Determine the matrices eadx , eadh , and eady in this basis.

Exercise 1.2.7 Let g = o(n). Let g be any orthogonal matrix. Show that the

map x �→ gxg−1 defines an automorphism of g. Is this automorphism inner?
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1.3 Solvable and nilpotent Lie algebras

Let g be a Lie algebra and define g0 = g and for any k = 0, 1, 2, ... gk+1 =

[gk,gk]. Then gk+1 is an ideal in gk. The Lie algebra g is solvable if gk = 0 for

some integer k.

Of course any commutative Lie algebra is solvable. A basic nontrivial example

is:

Example 1.3.2 Let g = t(n, F) be the space of upper triangular n×n matrices

A over the field F, Aij = 0 for i > j. In this case g1 is contained in the set of

upper triangular matrices with Aii = 0 and in general gk is contained in the space

of matrices A with Aij = 0 for i > j − 2k−1. It follows that t(n, F) is solvable.

Theorem 1.3.3.

(1) Any subalgebra of a solvable Lie algebra is solvable. The image of a solvable

Lie algebra in a homomorphism is solvable.

(2) If k is an ideal in g and if both k and g/k are solvable then g is solvable.

(3) A sum of two solvable ideals in a Lie algebra is also solvable.

Proof. i) Clearly kk ⊂ gk when k ⊂ g is a subalgebra. This implies implies the

solvability of k. If φ : g → g� is a homomorphism then [φ(g), φ(g)] = φ([g,g]) and

in general φ(gk) = φ(g)k from which the sovability of φ(g) follows.

ii) For some m, n we have km = 0 and (g/k)n = 0. If π : g → g/k is the canonical

homomorphism then π(gn) = (π(g))n = (g/k)n = 0. This implies gn ⊂ k and so

gmn ⊂ km = 0.

iii) Let k,k� be a pair of ideals in g. According to 1.2.2 we have (k + k�)/k �

k�/(k ∩ k�). The canonical projection π : k → k/(k ∩ k�) is a homomorphism and

thus the image is solvable. By ii) we see that k + k� is solvable.

Let g be a finite-dimensional Lie algebra. Then by 1.3.3. iii) the sum of all

its solvable ideals is solvable. It follows that it has a unique maximal solvable

ideal. This ideal is called the radical of g and denoted by radg. A Lie algebra g is

semisimple if g �= 0 and radg = 0. Any simple Lie algebra is semisimple since the

only ideals in a simple Lie algebra g are 0 and g and g is not solvable.

Assume that 0 �= g �= radg. Then g/radg is semisimple: In the opposite case

there would be a nonzero solvable ideal k = t/radg in g/radg, where t ⊂ g is some
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ideal. But by 1.3.3 ii) t is solvable, which implies that there is a larger solvable

ideal in g than radg, a contradiction.

For any Lie algebra g we set g0 = g and gk+1 = [g,gk] for k = 0, 1, 2, . . . . We

get a descending set of ideals in g. The Lie algebra g is nilpotent if gn = 0 for some

n. Since gk ⊂ gk, any nilpotent Lie algebra is solvable. The basic example:

Example 1.3.4 Let g = n(n, F) be the Lie algebra of upper triangular matrices

A such that Aij = 0 for all i ≥ j. Then gk consists of matrices A for which Aij = 0

for i ≥ j − k and thus g is nilpotent.

Theorem 1.3.5.

(1) Any subalgebra of a nilpotent Lie algebra is nilpotent. The image of a nilpo-

tent Lie algebra is nilpotent.

(2) Let Z(g) be the center of a Lie algebra g. If g/Z(g) is nilpotent then g is

nilpotent.

(3) The center of a nonzero nilpotent Lie algebra is nonzero,

Proof. i) As in the proof of 1.3.3. i)

ii) Let (g/Z(g))n = 0. Then gn ⊂ Z(g) and therefore gn+1 = 0.

iii) Let gn+1 = 0 but gn �= 0. Then gn ⊂ Z(g) and thus Z(g) �= 0.

An element x ∈ g is called ad-nilpotent if (adx)n = 0 for some n. Since for any

y ∈ g we have 0 = (adx)n(y) ∈ gn+1 we observe that in a nilpotent Lie algebra any

element is ad-nilpotent.

Theorem 1.3.6. (Engel) If all elements in g are ad-nilpotent then g is nilpotent.

To prove the theorem we need some preparations.

Lemma 1.3.7. Let x ∈ gl(n, F) be nilpotent, xk = 0 for some k. Then x is ad-

nilpotent.

Proof. We write adx = ρx − λx, where ρx(y) = xy and λx(y) = −yx. From xk = 0

follows ρk
x = λk

x = 0. But

(adx)m =
m�

i=0

�
m
i

�
ρi

x(−λx)m−i

which is equal to zero for m ≥ 2k.
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Theorem 1.3.8. Let g be a Lie subalgebra of gl(n, F) for some n = 1, 2, 3, . . . . If

all elements of g are nilpotent as matrices then there exists 0 �= v ∈ Fn
such that

xv = 0 for all x ∈ g.

Proof. The statement is clearly true when dimg = 0. We perform an induction on

dimg. Thus we assume that the statement holds for dimg < n and prove it for

the case dimg = n. Let k �= g be a subalgebra of g. Now g/k is a vector space of

dimension m < n and we have a homomorphism φ : k → gl(m, F) (after selecting

a basis in g/k) by φ(x)(y +k) = [x, y] +k. By Lemma 1.3.7 each φ(x) is nilpotent,

as a linear transformation of g/k. By the induction assumption there is a nonzero

vector y + k in g/k such that φ(x)(y + k) = 0 for all x ∈ k. This means that

[x, y] ∈ k for all x ∈ k. We define the normalizer of a subalgebra by

N(g,k) = {y ∈ g|[x, y] ∈ k∀x ∈ k}.

We see that the vector y above belongs to N(g,k). In particular, N(g,k) is strictly

larger than k.

Let now k ⊂ g be a maximal subalgebra; this means that if k� is a subalgebra

of g containing k then either k� = k or k� = g. It is easy to see that maximal

subalgebras exist. In this case k �= N(g,k) and so N(g,k) = g. From this follows

that k is an ideal in g.

Now dimg/k = 1; otherwise, there would be a one dimensional subalgebra s ⊂

g/k which implies that there is a subalgebra k� such that k� �= k and k� �= g. This

is in contradiction with the maximality of k.

Thus indeed dimg = dimk + 1. Choose z �= 0 in the complement of k in g. By

the induction assumption,

W = {v ∈ V |kv = 0} �= 0.

Since k is an ideal of g, [x, z] ∈ k for x ∈ k and thus x(zw) = 0 for w ∈ W,x ∈ k

and so W is a z-invariant subspace. Since z is a nilpotent transformation in W

there is an element 0 �= v ∈ W such that zw = 0 which implies gv = 0.

Proof of theorem 1.3.6. Let g �= 0 with each x ∈ g ad-nilpotent. We apply 1.3.8 to

the algebra adg ⊂ gl(g). There exists a vector 0 �= x ∈ g such that [y, x] = 0 for

all y ∈ g. Thus Z(g) �= 0.
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We use induction in dimg = n. For n = 1 the claim is clearly true. Assume

then that the claim is true for dimg < n. By the induction assumption g/Z(g) is

nilpotent. By 1.3.5. ii), the Lie algebra g is nilpotent.

Theorem 1.3.9. Let g ⊂ gl(V ) a subalgebra consisting of nilpotent endomor-

phisms, V �= 0, dimV < ∞. There exists a flag of subspaces, 0 = V0 ⊂ V1 ⊂ V2 ⊂

. . . Vn = V, such that xVi ⊂ Vi−1 for each x ∈ g. In other words, we can choose a

basis of V such that in this basis the transformations x are upper triangular with

zeros on the diagonal.

Proof. Choose v1 ∈ V such that gv1 = 0. Set V1 = Fv1. Set W1 = V/V1. Then we

have a homomorphism φ : g → gl(W1) by φ(x)(v + V1) = xv + V1. All endomor-

phisms φ(x) are nilpotent and therefore we may choose 0 �= v2 +V1 ∈ W1 such that

φ(g)(v2+V1) = 0, so gv2 ⊂ V1. Next we set V2 = V1+Fv2, W2 = V/V1, and continue

as in the first step. The process stops at some point since V is finite-dimensional.

Corollary 1.3.10. Let g be a nilpotent Lie algebra and k ⊂ g a nonzero ideal.

Then k ∩ Z(g) �= 0.

Proof. Set φ(x)(y) = adx(y) for x ∈ g and y ∈ k. By 1.3.8 there is a vector

0 �= y ∈ k such that φ(g)y = 0, i.e., [x, y] = 0 for all x ∈ g. Thus y ∈ Z(g).

Exercise 1.3.11 Let char F = 2. Show that sl(2, F) is nilpotent.

Exercise 1.3.12 Let k,k� be a pair of nilpotent ideals in a Lie algebra g. Show

that k+k� is nilpotent. From this follows that the Lie algebra has a unique maximal

nilpotent ideal, the so called nilradical. Determine the nilradical of a Lie algebra

defined by the relations [x, y] = z, [x, z] = y, [y, z] = 0.

Exercise 1.3.13 Let g be a nonzero nilpotent Lie algebra. Show that it has an

ideal of codimension = 1.

Exercise 1.3.14 Show that a Lie algebra g is solvable if and only if there is a

sequence of ideals gk ⊂ gk−1 such that g0 = g and gn = 0 for some n, and such

that gk−1/gk is commutative for each k.

Exercise 1.3.15 Let k �= g be a subalgebra of a nilpotent Lie algebra g. Show

that k ⊂ N(g,k) is a proper subalgebra.
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CHAPTER 2 SEMISIMPLE LIE ALGEBRAS

2.1 Lie’s and Cartan’s theorems

In this section F is an algebraically closed field of char= 0 (typically, F = C.)

Theorem 2.1.1. Let g be a solvable subalgebra of gl(V ), where V is a finite-

dimensional vector space over F, V �= 0. Then there exists 0 �= v ∈ V and a linear

map λ : g → F such that xv = λ(x)v for all x ∈ g.

Proof. The case dimg = 1 is clear because any matrix over F has an eigenvector.

We use induction dimg. So let dimg = n > 1 and assume that the claim is true

for dimension less than n.

First we observe that there exists an ideal k ⊂ g of codimension one. Since g

is solvable, [g,g] �= g and we may choose a subspace k ⊂ g of codimension one,

containing [g,g]. This subspace is an ideal since [g,k] ⊂ [g,g] ⊂ k.

From the induction hypothesis follows that there is a vector 0 �= v ∈ V and a

linear map λ : k → F such that xv = λ(x)v for all x ∈ k. Let

W = {w ∈ V |xw = λ(x)w∀x ∈ k}.

We know already that W �= 0.

Next we prove that gW ⊂ W. Let x ∈ g, w ∈ W and y ∈ k. Then

yxw = xyw − [x, y]w = λ(y)xw − λ([x, y])w.

We want to prove that λ([x, y]) = 0 for all x ∈ g, y ∈ k. Let n be the smallest integer

for which w, xw, x2w, . . . , xnw are linearly dependent. Let Wi be the subspace

spanned by the vectors w, xw, . . . , xi−1w. Then dim Wi = i for i = 0, 1, . . . , n.

Furthermore, Wn is invariant under the transformation x.

Subinduction. We prove by induction on i that yxiw ≡ λ(y)xiw mod Wi, for

y ∈ k. The case i = 0 is clear, so assume that the claim is true for integers less or

equal to i. Now

yxi+1w = yxxiw = xyxiw − [x, y]xiw = x(λ(y)xiw + w�)− λ([x, y])xiw − w��,
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for some w�, w�� ∈ Wi. Since xWi ⊂ Wi+1 and Wi ∈ Wi+1 we get

yxi+1w ≡ λ(y)xi+1w mod Wi+1.

End of subinduction.

Thus the linear map y : Wn → Wn is represented in the basis w, xw, . . . , xn−1w as

a matrix with diagonal entries equal to λ(y). Thus trWn(y) = nλ(y). In particular,

0 = trWn([x, y]) = nλ([x, y]) and thus λ([x, y]) = 0 for y ∈ k from which follows

gW ⊂ W.

We can write g = k + Fz for some 0 �= z ∈ g. Since zW ⊂ W there is an

eigenvector 0 �= v0 of z in W, zv0 = λ(z)v0. Thus we may extend the map λ : k → F

to a linear map λ : g → F such that xv0 = λ(x)v0 for all x ∈ g.

Corollary 2.1.2. (Lie’s theorem) Let g be a solvable subalgebra of gl(V ). Then

we may choose a basis in V such that all elements of g are presented as upper

triangular matrices.

Proof. The claim is clearly true when the dimension n of V is n = 1. We use

induction on n. So we assume that the claim is true when the dimension is less

than n. By the previous theorem there is a nonzero vector 0 �= v1 ∈ V such that

xv1 = λ(x)v1 for some linear functional λ on g. Then we pass to the quotient space

V1 = V/Fv1 and use the induction hypothesis to see that there is a basis {vi +Fv1},

with i = 2, 3, . . . n such that the g action is upper triangular in this basis. Then

{vi}n
i=1 is a basis of V with the required property.

Let g be a Lie algebra and φ : g → gl(V ) a representation of g in a vector space.

We set

Vλ = {v ∈ V |(φ(x)− λ(x))nv = 0 for x ∈ g and some n = nx},

where λ is a linear functional on g.

The linear subspaces Vλ ⊂ V are called the weight subspaces of φ, corresponding

to the weights λ. The vectors 0 �= v ∈ Vλ are called weight vectors.

Example 2.1.3 Let g be the Lie algebra with basis {a, b, h} and commutation

relations

[a, b] = −a, [h, a] = [h, b] = 0.
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Let φ be the 2-dimensional representation of g defined by

φ(a) =
�

0 1
0 0

�
, φ(b) =

�
1 0
0 0

�
, φ(h) =

�
1 0
0 1

�
.

Then the representation has two weights, λ(h) = 1, λ(a) = λ(b) = 0, and µ(h) =

1, µ(a) = 0, µ(b) = 1. The weight vectors are the unit vectors vλ = e2, vµ = e1.

According to the Jordan decomposition theorem in matrix algebra, in any finite-

dimensional vector space V and for any T ∈ End(V ) there is a decomposition

V = Vλ1 ⊕ · · ·⊕ Vλp with Vλk = {v ∈ V |(T − λk)nv for some n}.

This result generalizes to nilpotent Lie algebras.

Theorem 2.1.4. Let φ : g → gl(V ) be a representation of a nilpotent Lie algebra

in a finite-dimensional vector space. Then

V = Vλ1 ⊕ · · ·⊕ Vλp ,

where λi : g → F are the weights of the representation φ and Vλi are the corre-

sponding weight spacces. Furthermore, φ(g)Vλi ⊂ Vλi for all i.

Proof. Induction on n = dimg. The case n = 1 is clear by the matrix algebra

theorem mentioned above. So we asume that the induction hypothesis is true for

dimension less than n. When dimg = n, we observe:

1) Since g is nilpotent, g1 = [g,g] �= g. Let k ⊂ g be a subspace of codimension

one, containing g1. Then k is a nilpotent subalgebra and we may write

V = Vβ1 ⊕ · · ·⊕ Vβr

for some weights of k in V.

2) Let 0 �= x be a vector in the complement of k in g. Then g = k ⊕ Fx. We

shall show that φ(x)Vβi ⊂ Vβi for all i. Since g is nilpotent there exists an integer

n0 such that (ady)nx = 0 for all n ≥ n0 and y ∈ g. Let v ∈ Vβi . Choose m0 such

that (φ(y)− βi(y))m0v = 0 for all y ∈ k. By Lemma 2.1.5 below,

(φ(y)−βi(y))n0+m0φ(x)v =
n0+m0�

j=0

�
n0 + m0

j

�
φ((ady)jx)(φ(y)−βi(y))n0+m0−jv = 0

for all y ∈ k. It follows that φ(x)v ∈ Vβi for v ∈ Vβi .
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3) By (2) we can write

Vβi = Vi,1 ⊕ · · ·⊕ Vi,ni

where

Vi,j = {v ∈ Vβi |(φ(x)− αi,j)nv = 0 for some n}.

Repeating the argument in (2) with Lemma 2.1.5, we get φ(y)Vi,j ⊂ Vi,j for all

y ∈ k. Since g = k + Fx we have φ(g)Vi,j ⊂ Vi,j . Setting

λi,j(y + ax) = βi(y) + aαi,j

for y ∈ k we observe that each Vi,j is a weight subspace of the representation φ,

corresponding to the weight λi,j .

Lemma 2.1.5. Let φ be a representation of a Lie algebra g in a vector space V.

Let x, y ∈ g, v ∈ V, and α,β ∈ F. Then

(φ(y)− α− β)nφ(x)v =
n�

i=0

�
n
i

�
φ((ady − β)ix)(φ(y)− α)n−iv

for any n ∈ N.

Proof. The case n = 0 is clear. We use induction on n, so we assume that the

formula holds for exponents less or equl to n and we prove it for n + 1. Denote

xi = (ady − β)ix.

(φ(y)− α− β)n+1φ(x)v = (φ(y)− α− β)
� �

n
i

�
φ(xi)(φ(y)− α)n−iv

=
� �

n
i

�
(φ(y)− α− β)φ(xi)(φ(y)− α)n−iv.

Now

(φ(y)− α− β)φ(xi) = φ(xi)φ(y) + [φ(y), φ(xi)]− (α + β)φ(xi)

= φ(xi)(φ(y)− α) + φ((ady − β)xi) = φ(xi)(φ(y)− α) + φ(xi+1)

so that
� �

n
i

�
(φ(y)− α− β)φ(xi)(φ(y)− α)n−iv

=
� �

n
i

�
φ(xi)(φ(y)− α)n−i+1v +

� �
n
i

�
φ(xi+1)(φ(y)− α)n−iv

=
n+1�

i=0

�
n + 1

i

�
φ(xi)(φ(y)− α)n−i+1v
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because of
�

n
i

�
+

�
n

i− 1

�
=

�
n + 1

i

�
.

The Killing form on a finite-dimensional Lie algebra g is the symmetric bilinear

form defined as

(x, y) = tr(adx · ady).

In the next section we shall prove that a Lie algebra is semisimple if and only if its

Killing form is nondegenerate.

Exercise 2.1.6 Let {x, y, h} be the standard basis of sl(2, F). Compute the

determinant of the Killing form in the standard basis. Compute the dual basis to

this basis. (Two basis ei, fi are dual to each other if (ei, fj) = δij .)

Exercise 2.1.7 Let g = sl(n, F), char F = 0. Using Lie’s theorem show that

radg = Z(g) and that g is semisimple.

Exercise 2.1.8 We assume here that the field F has characteristics p �= 0.

Consider the the two dimensional Lie subalgebra in gl(p, F) spanned by the matrices

x, y with y = diag(0, 1, 2, . . . , p− 1) and

x =





0 1 0 . . . 0
0 0 1 . . . 0

. . .
0 0 0 . . . 1
1 0 0 . . . 0




.

Show that Lie’s theorem fails, the matrices x, , y do not have any common nonzero

eigenvector.
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2.2 Cartan subalgebras

A nilpotent subalgebra h ⊂ g is called a Cartan subalgebra if the normalizer

N(g,h) of h in g is equal to h.

Example 2.2.1 Let g = sl(n, F) and h the subalgebra of diagonal matrices in

g. Then h is a Cartan subalgebra of g. Of course, since here h is commutative, it

is nilpotent. The only thing to check is that if [x, y] is diagonal for every diagonal

matrix y then also x is diagonal; this is an easy exercise in matrix algebra.

Let h ⊂ gl(V ) be any subalgebra. We define

V0(h) = {v ∈ V |xnv = 0 for all x ∈ h, for some n ∈ N}.

For a single element x we put V0(x) = V0(Fx). By repeated use of the Jacobi

identity,

(adx)n[y, z] =
� �

n
i

�
[(adx)iy, (adx)n−iz].

From this follows that g0(adx) ⊂ g is a subalgebra.

The minumum of the dimension of g0(adx) (when x goes through all elements in

g) is called the rank of the Lie algebra g. If x ∈ g such that dimg0(adx) = rankg

then x is a regular element in g.

Lemma 2.2.2. Let k ⊂ g be a subalgebra and z ∈ k such that dimg0(adz) =

minx∈k dimg0(adx). If k ⊂ g0(adz) then g0(adz) ⊂ g0(adx) for all x ∈ k.

Proof. Let x ∈ k. Since k ⊂ g0(adz), we have a linear map

adz+cx : g0(adz) → g0(adz)

for all c ∈ F. We have then also the induced linear map

adz+cx : g/g0(adz) → g/g0(adz).

It is a standard result in linear algebra that the characteristic polynomial fg of

the linear map adz+cx in g factorizes (think about determinants of block upper

triangular matrices!) as fg = fg0 · fg/g0 to the characteristic polynomials in g0 =

g0(adz) and in g/g0. We can write

fg0(a) = ar + p1(c)ar−1 + . . . pr(c)
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and

fg/g0(a) = an−r + q1(c)an−r−1 + . . . qn−r(c),

where n = dimg, r = dim g0, and each pi is a polynomial at most of degree r in

the parameter c and each qi is a polynomial of at most degree n− r.

If g0(adz) = g there is nothing to prove, so let us assume that g0(adz) is a proper

subalgebra. All eigenvectors of adz = adz+0·x corresponding to the eigenvalue

=0 belong to the subspace g0(adz) so that λ = 0 is not an eigenvalue of adz in

g/g0. It follows that qn−r(0) �= 0. It follows that we may choose parameter values

c1, c2, . . . , cr+1 such that qn−r(ci) �= 0 and ci �= cj for i �= j. Then adz+cix does not

have eigenvalue 0 in the quotient g/g0 which implies that

g0(adz+cix) ⊂ g0(adz).

By the assumption, g0(adz+cix) = g0(adz). Thus the linear map adz+cix : g0(adz) →

g0(adz) has zero as its only eigenvalue so that

fg0(a) = ar for each parameter value c = c1, . . . cr+1.

It follows that pj(ci) = 0 for each i. Since pj is at most of degree r we must have

pj ≡ 0. Thus

g0(adz) ⊂ g0(adz+cx)

for all c. In particular, setting c = 1 and replacing x by x − z we have completed

the proof.

Lemma 2.2.3. Let k be a subalgebra in g and assume that g0(adx) ⊂ k for some

x ∈ k. Then N(g,k) = k.

Proof. Let x ∈ k as in the statement of the Lemma. Then the linear map

adx : N(g,k)/k → N(g,k)/k

cannot have the eigenvalue λ = 0. On the other hand, [x, y] ∈ k for all y ∈ N(g,k)

so that adx ≡ 0 in the quotient space. Thus the quotient must vanish, N(g,k) = k.

Remark If we choose k = g0(adx) for some x then we have N(g,g0(adx)) =

g0(adx).
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Theorem 2.2.4. Let h be a subalgebra in a Lie algebra g. Then h is a Cartan

subalgebra if and only if there is a regular element x ∈ g such that h = g0(adx).

Proof. 1) Let x ∈ g be regular and set h = g0(adx). By Lemma 2.2.3, h = N(g,h).

Since x ∈ h, by Lemma 2.2.2 we have h = g0(adx) ⊂ g0(ady) for all y ∈ h. Thus

(ady)nz = 0 for some n,∀z ∈ h.

This means that each y ∈ h is ad-nilpotent. Theorem 1.3.6 implies that h is

nilpotent, so h is a Cartan subalgebra in g.

2) Let h be a Cartan subalgebra of g. Since h is nilpotent, we have h ⊂ g0(adx)

for any x ∈ h. Choose z ∈ h such that the dimension of g0(adz) is the minimum

of the dimensions of g0(adx) for x ∈ h. From Lemma 2.2.2 follows that g0(adz) ⊂

g0(adx) for all x ∈ h. We claim that h = g0(adz). If this is not the case, we have a

representation

φ : h → gl(g0(adz)/h), φ(x)(y + h) = [x, y] + h

in a nonzero vector space. From g0(adz) ⊂ g0(adx) (for all x ∈ h) follows that each

φ(x) is nilpotent as a linear transformation. From 1.3.8 follows that there exists a

nonzero vector y + h such that

[x, y] ∈ h for all x ∈ h.

This implies y ∈ N(g,h) and so N(g,h) is strictly larger than h, a contradiction.

Let h be a Cartan subalgebra of g. The weights of the representation ad of h in

g are called the roots of the pair (g,h). By 2.1.4 we can write

g = g0 ⊕γ �=0 gγ ,

where gγ is the root subspace corresponding to the root γ. By 2.2.4 the subspace

g0 corresponding to the zero root is equal to h.

Lemma 2.2.5. Let h ⊂ g be a Cartan subalgebra and γ, γ� a pair of roots. Then

[gγ ,gγ� ] ⊂ gγ+γ� . In particular, if γ + γ� is not a root then [gγ ,gγ� ] = 0.

Proof. Let x ∈ gγ , y ∈ gγ� , h ∈ h. Then

(adh − (γ + γ�)(h))n[x, y] =
� �

n
i

�
[(adh − γ(h))ix, (adh − γ�(h))n−iy] = 0

when n is large enough, Lemma 2.1.5. Thus [x, y] ∈ gγ+γ� .
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Lemma 2.2.6. Let h ⊂ g be a Cartan subalgebra and φ : g → gl(V ) a representa-

tion of g in V. Let γ be a root of (g,h) and α a weight of the restriction of φ to the

subalgebra h. Then φ(x)v ∈ Vα+γ for all v ∈ Vα, x ∈ gγ . In particular, φ(x)v = 0 if

α + γ is not a weight.

Proof. Use Lemma 2.1.5.

Lemma 2.2.7. Let g be a Lie algebra such that [g,g] = g. Let h ⊂ g be a Car-

tan subalgebra and φ a representation of g in a finite-dimensional vector space V.

Assume that tr ((φ(x))2) = 0 for all x ∈ h. Then each φ(x) is nilpotent, x ∈ h.

Proof. We have g = h⊕γ �=0 gγ . Now

g = [g,g] =
�

γ,γ�

[gγ ,gγ� ] ⊂
�

γ,γ�

gγ+γ�

so that h = g0 =
�

γ [gγ ,g−γ� ]. Let α be any root and η a weight of the represen-

tation φ|h. Set

V � = ⊕k∈ZVη+kα.

Since gαVγ ⊂ Vγ+α, we observe that the subspace V � is invariant under the linear

transformations φ(e±α), where e±α ∈ g±α. We set h = [eα, e−α] ∈ h and ψ(x) =

φ(x)|V � . Then

tr (ψ(h)) = tr (ψ([eα, e−α]) = tr [ψ(eα), ψ(e−α)] = 0.

When p is large enough,

(φ(h)− η(h)− kα(h))pVη+kα = 0

and so the restriction of φ(h) − η(h) − kα(h) to the subspace Vη+kα is nilpotent.

The trace of a nilpotent matrix is zero, so that the trace of the restriction of φ(h)

to Vη+kα is equal to (η(h) + kα(h)) · dim Vη+kα. It follows that

0 = tr (ψ(h)) = tr (φ(h)|V �) =
�

k

tr (φ(h)Vη+kα) =
�

k

(η(h) + kα(h))dim Vη+kα

so that

η(h) = −α(h) ·
�

kdim Vη+kα�
dim Vη+kα
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when h ∈ [gα,g−α]. Note that by the assumption g = [g,g], any h ∈ h is a linear

combination of elements of this type for different α’s. We have now

η(h) = r(η,α)α(h) for h ∈ [gα,g−α]

where r is a rational number. By x2 − y2 = (x + y)(x − y), also the operators

(φ(h))2−(η(h))2 are nilpotent in the subspace Vη. It follows that the trace vanishes

in this subspace, so

0 = trVη (φ(h))2 − trVη (η(h))2.

Thus

0 = tr (φ(h)2) =
�

η

tr (φ(h)2)|Vη =
�

η

(η(h))2dim Vη

and so η(h) = 0 for all h ∈ h. As a consequence V = V0 and (φ(h) − η(h))p =

(φ(h))p = 0 for p large enough.

Corollary 2.2.8. Let h ⊂ g be a Cartan subalgebra and φ a representation of g

in a finite-dimensional vector space V. If [g,g] = g and h ∈ [gα,g−α] then

η(h) = r(η,α) · α(h)

for some rational number r and for any weight η. Furthermore,

r(η,α) = −
�

kdimVη+kα�
dimVη+kα

.

Theorem 2.2.9. (Cartan’s criterium) A finite-dimensional Lie algebra is semisim-

ple if and only if its Killing form is nondegenerate.

Proof. 1) Assume that the Killing form of g is degenerate, Let

s = {x ∈ g|(x, y) = 0 ∀y ∈ g} �= 0.

Let x ∈ s and y, z ∈ g. Then

([x, y], z) = tr (ad[x,y] · adz) = tr ([adx, ady], adz) = tr (adx · [ady, adz]) = (x, [y, z]).

Therefore [x, y] ∈ s so that s is an ideal. We claim that s is solvable. If this is

not the case, there is an integer k such that sk+1 = [sk, sk] �= 0. Let k = sk and h
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a Cartan subalgebra of k. The linear map x �→ adx is a representation of k in g.

Since

tr ((adx)2) = (x, x) = 0 for x ∈ h ⊂ s,

it follows from Lemma 2.2.7 that adx is nilpotent for all x ∈ h, so that h = k

(Theorem 2.2.4). In particular k is nilpotent, a contradiction. Thus g has a solvable

ideal and it is not semisimple.

2) Assume now that g is not semisimple. Then it has a solvable nonzero ideal s.

Let n be the smallest integer for which sn+1 = 0. If x ∈ sn then adx(g) ⊂ sn and

adx(sn) = 0. Thus (adx · ady)2 = 0 for all y ∈ g and so it has zero trace,

0 = tr (adx · ady) = (x, y)

and the Killing form is degenerate.

We repeat the simple but important observation in the proof above:

Corollary 2.2.10. (adx(y), z) = −(y, adx(z), so that the matrices adx are anti-

symmetric with respect to the Killing form.

Exercise 2.2.11 Let h be the set of diagonal matrices in g = sl(n, C). Determine

the roots of (g,h).

Exercise 2.2.12 Let g be nilpotent. Show that the Killing form of g vanishes

identically.

Exercise 2.2.13 Compute the Killing form for the two dimensional Lie algebra

in Example 1.1.6.

Exercise 2.2.14 Let g be a Lie algebra over a field F of characteristics p �= 0.

Show that g is semisimple if its Killing form is nondegenerate.

Exercise 2.2.15 Let g be the Lie algebra consisting of complex 2n×2n matrices

A such that Aij = 0 for i ≥ n+1, j ≤ n. Construct a Cartan subalgebra h ⊂ g and

a regular element x such that g0(adx) = h.

Exercise 2.2.16 Show that the Lie algebra o(4) is a direct sum of two ideals,

each of which is isomorphic to o(3). Hint: Use the basis �ij = eij − eji and consider

first the two sets of matrices A1 = �23, A2 = �31, A3 = �12 and Bk = �k4 with

k = 1, 2, 3. Compute their commutation relations.

2.3 The system of roots
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In this section g is a semisimple Lie algebra over an algebraically closed field F

of characteristic zero and h ⊂ g is a Cartan subalgebra.

We denote by Φ the set of (nonzero) roots of (g,h). For α ∈ Φ we denote by gα

the corresponding root subspace.

Lemma 2.3.1. If α,β is a pair of roots such that α + β �= 0 then (x, y) = 0 for

x ∈ gα and y ∈ gβ .

Proof. By Lemma 2.2.6 (adx · ady)ngγ ⊂ gγ+n(α+β) for n ∈ N. Since dimg < ∞

and α + β �= 0 we must have (adx · ady)ngγ = 0 for large n. The Lie algebra g is

a sum of root subspaces, so (adx · ady)n = 0 for large n. The trace of a nilpotent

matrix vanishes, which implies (x, y) = 0.

Corollary 2.3.2. If α ∈ Φ then also −α ∈ Φ and we can choose e±α ∈ g±α such

that (eα, e−α) = 1.

Proof. Choose any 0 �= eα ∈ gα. Since the Killing form is nondegenerate, there

exists x ∈ g such that (eα, x) �= 0. Now all the root subspaces gβ with β �= −α are

orthogonal to eα and g is the sum of root subspaces. Thus we can choose x to be an

element of g−α. After a normalization, we obtain the required element e−α ∈ g−α.

Corollary 2.3.3. The restriction of the Killing form to the Cartan subalgebra h

is nondegenerate.

Proof. Let 0 �= h ∈ h. Choose any x ∈ g such that (h, x) �= 0. Let x0 be the

projection of x to g0 = h. Then 0 �= (h, x) = (h, x0) and so (·, ·)|h is nondegenerate.

Lemma 2.3.4. Let φ be a representation of the nilpotent Lie algebra h in a finite-

dimensional vector space V. Let Vα ⊂ V be a weight subspace. Then for any x, x� ∈ h

the restriction of the linear map φ(x)φ(x�) − α(x)α(x�) to the subspace Vα ⊂ V is

nilpotent.

Proof. Since the weight subspaces are h-invariant, we may assume for simplicity

that V = Vλ. Set ψ(x) = φ(x) − α(x). Now ψ is a representation of h in V : By

Theorem 2.1.1 there is a nonzero vector v ∈ V such that φ(x)v = α(x)v for all

x ∈ h. Then

φ([x, y])v = [φ(x), φ(y)]v = 0
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and so α([x, y]) = 0 for all x, y ∈ h. This implies

[ψ(x), ψ(y)] = [φ(x), φ(y)] = φ([x, y]) = ψ([x, y])

and so ψ is indeed a representation of h. By the definition of weight subspaces, the

matrix ψ(x) is nilpotent for each x ∈ h. From Theorem 1.3.9 follows that in some

basis all the matrices ψ(x) are upper triangular, ψ(x)ij = 0 for i ≥ j. Then also

the matrix

ψ(x)ψ(x�) + α(x)ψ(x�) + α(x�)ψ(x) = φ(x)φ(x�)− α(x)α(x�)

is upper triangular and thus nilpotent.

Theorem 2.3.5. If x ∈ h and α(x) = 0 for all α ∈ Φ then x = 0.

Proof. If x, x� ∈ h then by the previous Lemma the restriction of adx · adx� −

α(x)α(x�) to the subspace gα ⊂ g is nilpotent for α ∈ Φ. So its trace vanishes and

trgα (adx · adx�) = α(x)α(x�)dimgα.

Thus we obtain

(x, x�) = tr (adx · adx�) =
�

α∈Φ

α(x)α(x�)dimgα.

If now α(x) = 0 for all α then (x, x�) = 0 for all x� ∈ h and by 2.3.3 we get x = 0.

Theorem 2.3.6. A Cartan subalgebra of a semisimple Lie algebra is commutative.

Proof. From the proof of 2.3.4 we observe that α([x, y]) = 0 for any α ∈ Φ and

x, y ∈ h. From 2.3.5 follows then that [x, y] = 0.

We denote by h∗ the dual vector space of h, i.e., the space of linear functionals

λ : h → F. Let {xi}�
i=1 be a basis of h. We denote λi = λ(xi). Consider the following

system of linear equations:

(
�

i

aixi, xj) =
�

i

ai(xi, xj) = λj

for j = 1, 2 . . . , �. Here λj ’s are given numbers and the ai’s the variables to be

determined. Since the Killing form is nondegenerate in the subspace h ⊂ g the

determinant of the matrix (xi, xj) is nonzero. It follows that the linear system has

a unique solution a = (a1, . . . , a�). Thus for any λ = (λ1, . . . ,λ�) ∈ h∗ there is a

unique hλ =
�

i aixi ∈ h such that

λ(y) = (hλ, y) for all y ∈ h.

This map gives a linear isomorphism h∗ → h, λ �→ hλ.
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Theorem 2.3.7. Let α be a nonzero root of (g,h). Then dimgα = 1 and gkα = 0

for k = 2, 3, . . . .

Proof. By Theorem 2.1.1 and Corollary 2.3.2 there is a common nonzero eigenvector

e−α ∈ g−α for all linear maps adh for h ∈ h, with [h, x] = −α(h)x for x ∈ g−α.

Also by Corollary 2.3.2 we can choose eα ∈ gα such that (eα, e−α) = 1. Define the

subspace V ⊂ g by

V = Fe−α ⊕ h⊕k=1,2,... gkα.

Set h = [eα, e−α]. Then for the restrictions to the subspace V we have

trV (adh) = trV [adeα , ade−α ] = 0.

Since adh − kα(h) is nilpotent in the subspace gkα, trVkα (adh) = kα(h)dimgkα.

Thus

trV (adh) = −α(h) +
�

k

α(h)dimgkα = α(h)(−1 +
�

k

dimgkα).

If the theorem does not hold the expression in the brackets on the right would be

positive so that α(h) = 0. From Corollary 2.2.8 follows that β(h) = 0 for all roots

β so that h = 0. But then

0 = (x, [eα, e−α] = ([e−α, x], eα) = α(x)(e−α, eα) = α(x)

for all x ∈ h and so α = 0, a contradiction.

Corollary 2.3.8. If h ∈ h and α ∈ Φ then [h, x] = α(h)x for all x ∈ gα.

Proof. We know that dimgα = 1 and adh − α(h) is nilpotent in this subspace, so

adh − α(h) is zero in gα.

Corollary 2.3.9. Let α be a nonzero root and e±α ∈ g±α such that (eα, e−α) = 1.

Let h = [eα, e−α]. Then h = hα, that is, (h, x) = α(x) for all x ∈ h. Furthermore,

h−α = −hα and hα+β = hα + hβ .

Proof.

−α(x)(eα, e−α) = −([x, eα], e−α) = −(x, [eα, e−α]) = (x, h)

so that (h, x) = α(x) for all x ∈ h. From this equation follows at once that h−α =

−hα and hα+β = hα + hβ .
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Corollary 2.3.10. The vectors hα for α ∈ Φ span the vector space h.

Proof. Let V ⊂ h be the subspace spanned by all the hα’s. If V �= h then there

exists h ∈ h such that (h, x) = 0 for all x ∈ V. This means that (hα, h) = 0 for all

α ∈ Φ so that α(h) = 0 for all α and therefore h = 0, a contradiction.

We have earlier constructed an vector space isomorphism h∗ � h, λ �→ hλ. From

2.3.10 follows that the roots of (g,h) span the space h∗.

Theorem 2.3.11. Let α,β ∈ Φ be a pair of nonzero roots and 0 �= eα ∈ gα, 0 �=

eβ ∈ gβ . If α + β is a root then 0 �= [eα, eβ ] ∈ gα+β .

Proof. By Lemma 2.2.6, [eα, eβ ] ∈ gα+β . For each root γ choose eγ ∈ gγ such that

(eγ , e−γ) = 1. Then hγ = [eγ , e−γ ] (Corollary 2.3.8). Set P = {k ∈ Z|α + kβ ∈ Φ}.

Let k+ be the largest number in P and k− the smallest.

We claim that P is the interval [k−, k+] of integers. In the opposite case there

would be an integer k� /∈ P with k− < k� < k+; we take k� to be smallest such an

integer. We set

V = ⊕
k−≤k<k�

gα+kβ ⊂ g.

Then ade±β V ⊂ V and

trV adhβ = trV [adeβ , ade−β ] = 0.

On the other hand, by 2.3.7 and 2.3.8,

0 = trV adhβ =
�

k−≤k<k�

(α(hβ) + kβ(hβ))

which implies α(hβ)/β(hβ) = − 1
2 (k� + k− − 1).

Note that β(hβ) does not vanish by Lemma 2.3.13 below. Since k� /∈ P and

k� < k+ there exists a nonempty interval [k��, k+] ⊂ P with k� < k��; let k�� be

largest such an integer. In the same way as above,

−α(hβ)
β(hβ)

=
1
2
(k�� + k+) �= 1

2
(k� + k− − 1),

a contradiction. Thus P = [k−, k+]. We claim that [eβ ,gα+kβ ] �= 0 and [e−β ,gα+kβ ] �=

0 for all k− < k < k+. In the opposite case there would be an ade±β invariant sub-

space V � = ⊕
k1≤k≤k2

gα+kβ where either k1 = k−, k2 < k+ or k1 > k−, k2 = k+.

Again, as above we could reduce that −α(hβ)/β(hβ) = 1
2 (k1 + k2), a contradiction

since k1 + k2 �= k− + k+.
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Corollary 2.3.12. Let α,β be a pair of roots. Then the set of those integers k for

which α+kβ ∈ Φ is an interval [k−, k+]. Furthermore, −α(hβ)/β(hβ) = 1
2 (k−+k+).

Lemma 2.3.13. β(hβ) �= 0 for each nonzero root β.

Proof. Let e±β ∈ g±β such that (eβ , e−β) = 1. If now β(hβ) = 0 then

[eβ , eb] = hβ and [hβ , e±β ] = ±β(hβ)e±β = 0.

Then the subalgebra s spanned by e±β , hβ would be solvable and so also ad(s) ⊂

gl(g) is solvable. By the Corollary 2.1.2 we can choose a basis in g such that each

adx for x ∈ s is represented by an upper triangular matrix. On the other hand,

adhβ is diagonalizable (Cor. 2.3.8) so that adhβ = 0 and hβ ∈ Z(g). This implies

that hβ = 0, a contradiction.

Corollary 2.3.14. If α,β is a pair of nonzero roots then also α− < α, β > β is a

root, where < α, β >= 2(α,β)/(β,β).

Proof. Let k± be as in Cor. 2.3.12. Since α+0 ·β ∈ Φ, we must have k− ≤ 0 ≤ k+.

Then − < α, β >= k− + k+ ∈ [k−, k+] and we are done.

Exercise 2.3.15 Prove Schur’s Lemma: If φ is an irreducible representation of

a Lie algebra g in a finite-dimensional vector space V then the only matrices in V

which commute with all φ(x) (x ∈ g) are scalar multiples of the unit matrix. (F is

algebraically closed.)

Exercise 2.3.16 Using Schurs lemma show that in any simple Lie algebra g any

nondegenerate symmetric bilinear form κ which satisfies κ([x, y], z) = −κ(y, [x, z])

for all x, y, x is proportional to the Killing form.

Exercise 2.3.17 We prove later that sl(n, F) is simple. Show that the Killing

form in this case can be written as

(x, y) = 2ntr(xy)

with the ordinary trace in the algebra of n× n matrices in sl(n, F).

Exercise 2.3.18 Let g = D2� be the Lie algebra of complex antisymmetric 2�×2�

matrices. Let h be the subalgebra spanned by the matrices hi = e2i−1,2i − e2i,2i−1

for i = 1, 2, . . . �. Compute the roots and root subspaces for (g,h) and reduce from

the results that h is a Cartan subalgebra of g.
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Since λ → hλ is an isomorphism h∗ → h we can define a nondegenerate bilinear

form

(λ, µ) = (hλ, hµ) with λ, µ ∈ h∗

in the dual vector space h∗.

According to what we have defined before,

(λ, µ) = λ(hµ) = µ(hλ).

As we have seen, the roots span the vector space h∗. Thus we may select a set of

roots α1, . . . α� such that they give a basis in h∗. Then any root β can be written

uniquely as

β =
��

i=1

ciαi with ci ∈ F.

We claim that the coefficients ci are rational numbers. Now

(β,αj) =
�

ci(αi, αj)

and so < β, αj >=
�

< αi, aj > ci. This gives � linear equations to determine �

values ci. By Corollary 2.3.12 the coefficients in the linear system are integers and

it follows that the solution is rational.

Set EQ to be the linear span of the roots αi with rational coefficients. Next

(α,α) = (hα, hα) = tr (adhα ·adhα) =
�

β∈Φ

(β(hα))2 =
�

β

r(β,α)2(α(hα))2 = r·(α,α)2,

where r is positive rational as a sum of squares of rational numbers; we have used

the Corollary 2.2.8. It follows that (α,α) = r−1 is a positive rational number. This

implies then that (α,β) = 1
2 < α,β > (β,β) = r(α,β) · (β,β) is rational for all

roots β. In case of an arbitrary rational linear combination λ of the roots αi we can

again write (λ, λ) =
�

β(β(hλ))2 and since hλ =
�

i cihαi we see that also (λ, λ) is

a sum of squares of rational numbers. Thus the bilinear form is an inner product

in EQ.

Finally we define the extension E = EQ ⊗Q R, a vector space over real numbers.

We gather some of the most important results above to a theorem:
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Theorem 2.3.19. Let h be a Cartan subalgebra of a semisimple Lie algebra g, Φ

the set of nonzero roots and E the real subspace of h∗ spanned by the roots. Then

(1) If α ∈ Φ then −α ∈ Φ but kα /∈ Φ for k �= ±1

(2) If α,β ∈ Φ then β− < β,α > α ∈ Φ where < α,β >= 2(β,α)/(α,α)

(3) If α,β ∈ Φ then < α, β >∈ Z.

Theorem 2.3.20. A Lie algebra g is semisimple if and only if it has simple ideals

gi such that g = g1 ⊕ · · ·⊕ gn.

Proof. 1) Let g be semisimple. If g is simple, there is nothing to prove. Let us

then assume that g has a nonzero ideal g� �= g. Let

g�� = {x ∈ g|(x, y) = 0 ∀ y ∈ g�}.

Since the Killing form (·, ·) is nondegenarate, the dimension of g�� is equal to dimg−

dimg�. For x ∈ g��, y ∈ g, z ∈ g� we have

([y, x], z) = −(x, [y, z]) = 0

which implies that g�� is an ideal. The intersection g�∩g�� is by the proof of Theorem

2.2.9 solvable. But since g is semisimple, it has no nontrivial solvable ideals and so

g� ∩ g�� = 0. It follows that g = g� ⊕ g��.

We claim that g�,g�� are semisimple. Otherwise, there would be a solvable

nonzero ideal, say s ⊂ g�. But [g, s] = [g� ⊕ g��, s] = [g�, s] ⊂ s and so s would

be a solvable nonzero ideal in g, a contradiction.

We can continue this process and split both g�,g�� to semisimple ideals; the

process stops at some point since the algebra is finite-dimensional.

2) Assume that g = g1 ⊕ · · · ⊕ gn is a sum of simple ideals. If x =
�

xi and

y =
�

yi are arbitrary elements in the sum, xi, yi ∈ gi, then

(x, y)g =
�

i

tr (adxi · adyi) =
�

i

(xi, yi)gi .

If now (x, y)g = 0 for all y then each xi = 0 and so x = 0 since the Killing forms in

gi’s are nondegenerate (a simple Lie algebra is always semisimple). Thus (·, ·)g is

nondegenerate and g is semisimple.
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Corollary 2.3.21. If g is semisimple then [g,g] = g.

Proof. Now g = g1 ⊕ · · ·⊕ gn where gi’s are simple ideals. Then

[g,g] = [g1,g1]⊕ · · ·⊕ [gn,gn] = g1 ⊕ · · ·⊕ gn = g.

Exercise 2.3.22 Let Φ be the root system of the Lie algebra C�. (Use for

example the Cartan subalgebra given in the solutions of previous week’s exercises.)

Determine the vectors hα ∈ h for α ∈ Φ.

Exercise 2.3.23 Let g be a 3-dimensional complex semisimple Lie algebra.

Show that g is isomorphic to sl(2, C).

Exercise 2.3.24 Show that there is no semisimple Lie algebra of dimension four.

Exercise 2.3.25 Let h be the standard Cartan subalgebra of A� = sl(� + 1, C)

consisting of diagonal matrices in A� and Φ the set of roots. Determine the numbers

< α, β > for α,β ∈ Φ.
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CHAPTER 3 ROOT SYSTEMS

3.1 Reflections

In this Chapter E is a real finite-dimensional vector space with a positive definite

inner product (·, ·).

A reflection of E is a linear map σ : E → E such that σ(x) = −x for some

nonzero vector x and σ(y) = y when y belongs to the orthogonal complement

Pσ ⊂ E of x. The subspace Pσ is called the plane of reflection of σ. We set σx = σ

in this construction.

Explicitely, we van write σα(β) = β − 2 (β,α)
(α,α) · α = β− < β,α > α for α,β ∈ E,

α �= 0.

Theorem 3.1.1. Let Φ ⊂ E be a finite subset which spans E and σ a linear

automorphism of E. We assume

(1) σ(Φ) ⊂ Φ and σβ(Φ) ⊂ Φ for all β ∈ Φ,

(2) there exists a linear subspace P ⊂ E of codimension one (a hyperplane)

such that σ(x) = x for all x ∈ P,

(3) there is a vector α ∈ Φ such that σ(α) = −α.

Then P = Pα and σ = σα.

Proof. Set τ = σσα. Then τ(α) = α. Let Pα be the fixed point set of σα and P the

fixed point set of σ. Then σ(β+aα) = β−aα for all β ∈ P and so the induced linear

map τ : E/Rα → E/Rα is the identity. But also τ(α) = α so that τ : Rα → Rα

is the identity. It follows that the characteristic polynomial of τ is (λ − 1)� with

� = dim E.

Let β ∈ Φ. Since σ permutes the elements in the finite set Φ, we must have

τm(β) = β for some m = mβ ≥ 1. Let n be the product of the mβ ’s. Then τn(β) =

β for all β ∈ Φ and τn = 1 since Φ spans E. Therefore the minimal polynomial (the

minimal polynomial of a matrix A is the polynomial p of smallest degree such that

p(A) = 0) of τ divides λn − 1. On the other hand, the minimal polynomial divides

the characteristic polynomial (λ− 1)� so that the minimal polynomial is λ− 1 and

τ = 1. This implies σ = σα and P = Pα.
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3.2 Axioms and basic properties of root systems

We say that a finite subset Φ of a real Euclidean vector space E is a system of

roots if

(1) Φ spans E, 0 /∈ Φ,

(2) if α ∈ Φ then kα ∈ Φ if and only if k = ±1,

(3) for any α ∈ Φ also σα(Φ) ⊂ Φ,

(4) for any α,β ∈ Φ the real number < β,α > is an integer.

We denote by W the group generated by the reflections σα, α ∈ Φ. Since Φ is

finite, as a subgroup of permutations of a finite set the Weyl group W is a finite

group.

Theorem 3.2.1. If σ is a linear automorphism of E such that σ(Φ) ⊂ Φ then

σσασ−1 = σσ(α) for all α ∈ Φ and

< β,α >=< σ(β), σ(α) > for all α,β ∈ Φ.

Proof. Let τ = σσασ−1. Then τ(Φ) ⊂ Φ and τ(σ(α)) = σσα(α) = −σ(α). When

β ∈ σ(Pα) then τ(β) = σσασ−1(β) = σσ−1(β) = β. We have used

σα(σ−1(β)) = σ−1(β), since σ−1(β) ∈ Pα.

From the previous theorem follows that τ = σσ(α). For an arbitrary pair α,β ∈ Φ

we get

σσασ−1(σ(β)) = σσα(β) = σ(β− < β,α > α) = σ(β)− < β,α > σ(α) = σσ(α)(σ(β)).

On the other hand,

σσασ−1(σ(β)) = σσ(α)(σ(β)) = σ(β)− < σ(β), σ(α) > σ(α).

Comparing the right-hand-sides of these two equations we obtain < β,α >=

< σ(β), σ(α) > .

We say that two root systems (E,Φ) and (E�,Φ�) are isomorphic if there is a

linear isomorphim ψ : E → E� such that ψ(Φ) = Φ� and < ψ(β), ψ(α) >=< β,α >



34 JOUKO MICKELSSON

for all α,β ∈ Φ. If W,W � are the corresponding Weyl groups it is easy to see that

the map σ �→ ψ ◦σ ◦ψ−1 = f(σ) gives an isomorphism of the Weyl groups: Namely,

for any reflection σα ∈ W we have

f(σα)(β) = ψ ◦ σα ◦ ψ−1(β) = ψ(ψ−1(β)− < ψ−1(β), α > α)

= β− < ψ−1(β), α > ψ(α) = β− < β,ψ(α) > ψ(α).

It follows that f(σα) = σψ(α).

In the case � = dim E = 1 there is only one root system, called A1. This consists

of a pair α,−α of vectors in the real line. (The length of the vector α turns out to

be irrelevant.)

When � = 2 there are several alternatives. These are denoted by A1×A1, A2, B2,

and G2 and they are described on the enclosed sheet.

Let α,β ∈ Φ be a pair of roots. The angle θ between α,β is defined by

cos θ =
(α,β)

||α|| · ||β|| .

Since < β,α >= 2(β,α)/(α,α) = 2 cos θ · ||β||/||α|| we get

< β,α >< α, β >= 4 cos2 θ.

According to the root system axioms 4 cos2 θ is a nonnegative integer. Since

cos2 θ ≤ 1 the only options are 4 cos2 θ = 0, 1, 2, 3, 4. That is, θ = 0, π/6, π/4, π/3, π/2,

when 0 ≤ θ ≤ π/2, and θ = 5π/6, 3π/4, 2π/3, π when π/2 < θ ≤ π. Since we are

only interested in cos θ, we may restrict 0 ≤ θ ≤ π.

Assuming that ||β|| ≥ ||α|| and β �= ±α the various possibilities are listed in the

table on the enclosed sheet.

Theorem 3.2.2. Let α,β ∈ Φ and α �= ±β. If (α,β) > 0 then α − β ∈ Φ. If

(α,β) < 0 then α + β ∈ Φ.

Proof. Let first (α,β) > 0. Then < α, β > > 0 and < β, α >> 0. According to the

table on the enclosed sheet either < α, β >= 1 or < β, α >= 1. In the former case

σβ(α) = α − β ∈ Φ (root axioms). In the latter case σα(β) = β − α ∈ Φ so that

α − β = −(β − α) ∈ Φ. The case (α,β) < 0 is treated similarly by replacing β by

−β.
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Theorem 3.2.3. Let α,β ∈ Φ and let S be the set of roots of the type β + kα for

some k ∈ Z. Then S is of the form S = {β + kα|q ≤ k ≤ r} for some q ≤ r ∈ Z.

Proof. Antithesis: There are integers q ≤ p < s ≤ r such that β + pα,β + sα ∈ Φ

but β+(s−1)α,β+(p+1)α /∈ Φ. According to the previous theorem (β+pα,α) ≥ 0

and (β + sα,α) ≤ 0. Thus (p − s)(α,α) ≥ 0, a contradiction since (α,α) > 0 and

p− s < 0.

Compare this result with Corollary 2.3.12!

Theorem 3.2.4. The reflection σα reverts the chain of roots α+ kβ (with k ∈ Z).

The root chain has at most four elements.

Proof. Since σα(β + kα) = β + kα− < β + kα, α > α = β + k�α, the reflection σα

maps the chain onto itself. Here k� = k− < β,α > −k < α,α >=

k(1− < α, α >)− < β, α >= −k− < β, α > . When k increases, k� decreases and

because σα is a bijection we must have σα(β + rα) = β + qα, using the notation in

the previous theorem. Then

q = −r− < β,α > so q + r = − < β,α > .

Since < β + kα, α >=< β, α > +2k, the second statement follows from the fact

that | < γ, α > | ≤ 3 for any root γ.

Exercise 3.2.5 Let Φ be a root system. Set α∨ = 2α/(α,α). Show that the set

of all α∨’s form a root system Φ∨. Draw Φ∨ when Φ = A1, A2, B2, G2.

Exercise 3.2.6 Determine the root chains β + kα when Φ = G2.

Exercise 3.2.7 Show the the Weyl group of A2 is isomorphic with the group of

permutations S3 of three objects.

Exercise 3.2.8 The automorphism group Aut Φ of a root system (E,Φ) consists

of all linear isomorphisms φ : E → E with φ(Φ) = Φ and < φ(α), φ(β) >=< α,β > .

Show that the Weyl group is a normal subgroup of AutΦ.

3.3 Simple roots

A subset ∆ in a system of roots Φ ⊂ E is a system of simple roots if

(1) ∆ is a basis in the vector space E,
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(2) and all roots in Φ can be expressed as
�

kαα, where all coefficients kα are

either nonnegative integers or all of them are nonpositive integers.

If � = dim E then ∆ has exactly � elements. The height h(α) of a root γ is

defined as the sum of the coefficients kα in the expansion. We split Φ = Φ+ ∪ Φ−

as the union of positive and negative roots according to whether the coefficients are

nonnegative or nonpositive.

We also define a partial order in Φ by declaring that α > β if α− β is a positive

root.

Lemma 3.3.1. For any pair of different simple roots (α,β) ≤ 0 and α− β /∈ Φ.

Proof. The second condition follows immediately from the definition of a set of

simple roots ∆. If (α,β) > 0 then by 3.2.2 α− β is a root, a contradiction.

For any γ ∈ Φ we denote Φ+(γ) = {α ∈ Φ|(γ,α) > 0}.

We say that a vector γ ∈ E is regular if it does not belong to any of the � − 1

dimensional hyperplanes Pα for α ∈ Φ; otherwise γ is singular.

For a regular vector γ we have clearly Φ = Φ+(γ) ∪ Φ−(γ), where Φ−(γ) =

−Φ+(γ). We say that a root α ∈ Φ+(γ) is decomposable if α = α1 + α2 for some

α1, α2 ∈ Φ+(γ), otherwise it is indecomposable.

Theorem 3.3.2. Let γ ∈ E be regular and ∆(γ) the set of indecomposable elements

in Φ+(γ). Then ∆(γ) is a set of simple roots. Any set of simple roots is of this

form.

Proof. (1) We claim that each α ∈ Φ+(γ) is a linear combination of elements

in ∆(γ) with nonnegative coefficients. Antithesis: There exits α ∈ Φ+(γ) which

cannot be expressed as such a linear combination. We choose α among those

elements such that (α, γ) is minimal. Since α /∈ ∆(γ) we have α = α1 + α2 for

some α1, α2 ∈ Φ+(γ). Then (γ,α) = (γ,α1) + (γ,α2) and so (γ,α1) < (γ,α) and

(γ,α2) < (γ,α) and by the minimality property of α it follows that both α1, α2 are

linear combinations of elements in ∆(γ) with nonnegative coefficients. Thus also α

is a linear combination in ∆(γ) with nonnegative coefficients.

(2) We prove that for any α,β ∈ ∆(γ) either α = β or (α,β) ≤ 0. Otherwise, we

would have α−β ∈ Φ (Theorem 3.2.2). If now α−β ∈ Φ+(γ) then α = β +(α−β)
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is decomposable, a contradiction. But in the case α − β ∈ Φ−(γ) we have β =

α + (β − α), a contradiction since β was assumed to be indecomposable.

(3) We claim that the set ∆(γ) is linearly independent. Let
�

α∈∆(γ) aαα = 0

for some aα ∈ R. We can write

θ =
�

aαα =
�

∆1

bαα +
�

∆2

cαα = θ+ + θ−

where bα > 0 and cα < 0 and ∆i are disjoint subsets of ∆(γ). Then by (2) we have

(θ+, θ+) = −
�

α∈∆1,β∈∆2

bαcβ(α,β) ≤ 0.

It follows that θ+ = 0. Now 0 = (γ, θ+) =
�

∆1
bα(γ,α) so that bα = 0 for all

α ∈ ∆1. In the same way 0 = (γ, θ+) = −
�

∆2
cα(γ,α) so cα = 0 for all α ∈ ∆2

because (γ,α) > 0 for all α ∈ ∆(γ). Thus all coefficients aα vanish.

(4) ∆(γ) is a system of simple roots: The second axiom follows from (1) above.

Since Φ spans E the first axiom follows from (3) and (1).

(5) Let ∆ ⊂ Φ be a system of simple roots. We prove that ∆ = ∆(γ) for some

regular γ. Set ∆ = {α1, . . . ,α�}. Consider the sytem of linear equations
�

i

(αi, αj)xi = aj with j = 1, . . . , �; ai, xi ∈ R.

The ai’s are given real numbers and xi’s are to be determined. The corresponding

homogeneous system (ai = 0) has only the trivial solution xi = 0 since the system

∆ is a basis of E. Thus the inhomogeneous system has a unique solution x for any

vector a. For example, we may choose ai = 1 for all i we have a unique solution x

and we denote γ =
�

i xiαi. Then (γ,α) > 0 for all α ∈ ∆. By the second axiom of

simple roots we must have (γ,α) �= 0 for all α ∈ Φ and γ is regular. Furthermore,

(γ,α) > 0 for all α ∈ Φ+ and (γ,α) < 0 for all α ∈ Φ− and therefore Φ+ ⊂ Φ+(γ)

and Φ− ⊂ Φ−(γ). Consequently, Φ± = Φ±(γ).

Let β1, β2 ∈ Φ+. Then the height h(β1 + β2) = h(β1) + h(β2) ≥ 2. For β ∈ ∆

the height = 1 by definition. On the other hand h(β) = 1 for all β ∈ ∆ and β is

indecomposable (with respect to γ). Thus ∆ ⊂ ∆(γ). Since both form a basis of E

we have finally ∆ = ∆(γ).

The connected components of the open set E \ U
α∈Φ

Pα are called Weyl chambers.

There are finitely many Weyl chambers since the set of roots is finite. For any

regular γ ∈ E we denote T (γ) the Weyl chamber containing the vector γ.



38 JOUKO MICKELSSON

If γ� ∈ T (γ) then both γ, γ� are on the same side of each hyperplane Pα and

therefore Φ+(γ) = Φ+(γ�) and ∆(γ) = ∆(γ�). It follows from theorem 3.3.2 that

there is a 1-1 correspondence between the set of Weyl chambers and the systems of

simple roots, T (γ) �→ ∆(γ). Given a system of simple roots ∆ = ∆(γ) we call T (γ)

the fundamental Weyl chamber, denoted by T (∆). Then T (∆) = {γ ∈ E|(γ,α) >

0∀α ∈ ∆}.

Theorem 3.3.3. Let γ ∈ E be regular and σ ∈ W. Then σ(T (γ)) = T (σ(γ)).

Proof. When γ� ∈ T (γ) then γ� is on the same side of each hyperplane Pα as γ.

Now (γ,α) and (γ�, α) have the same signs is equivalent to the statement that

(σ(γ), σ(α)) and (σ(γ�), σ(α)) have same signs, by theorem 3.2.1. Since σ permutes

the roots, the last staement is equivalent to saying that (σ(γ), α) and (σ(γ�), α)

have same signs for all α ∈ Φ. This means that σ(γ), σ(γ�) are on the same side of

each hyperplane Pα and so belong to the same Weyl chamber. This implies σ(γ�) ∈

T (σ(γ) for all γ� ∈ T (γ) and thus σ(T (γ)) ⊂ T (σ(γ)). Likewise, σ−1(T (σ(γ))) ⊂

T (γ) and so T (σ(γ)) ⊂ σ(T (γ)). Combining these two inclusions we obtain the

claim.

Remark We have used the fact that each element of the Weyl group is a linear

isometry in E. This follows from the fact that elements of W are products of

reflections and from 3.3.1.

Lemma 3.3.4. Let ∆ ⊂ Φ be a system of simple roots and α a positive root not

included in ∆. Then there is a simple root β such that α− β is a positive root.

Proof. If (α,β) ≤ 0 for all β ∈ ∆ then by the proof of (3) in Theorem 3.3.2 the set

{∆, α} would be linearly independent, which is absurd since ∆ ⊂ E is a basis.

Thus (α,β) > 0 at least one simple root β. Then α − β ∈ Φ, by Theorem

3.2.2. But since any positive root is a linear combination of simple roots with

nonnegative coefficients it follows that the coefficient of β in the linear combination

α =
�

γ∈∆ kγγ must be at least one. Then α− β is also a linear combination with

nonnegative coefficients, thus a positive root.

Corollary 3.3.5. Any positive root β can be written as a sum β = α1+α2+ . . . αn,

where each αi is a simple root and each partial sum α1 + · · · + αi is a root.
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3.4 The Weyl group

Lemma 3.4.1. Let α be a simple root. Then σα permutes the roots in Φ+ \ {α}.

Proof. Let β �= α be a positive root. We can write β =
�

γ∈∆ kγγ with nonnegative

integers kγ . Now kγ > 0 for some γ �= α. But then

σα(β) =
�

γ

kγ(γ− < γ, α > α)

and so σα(β) =
�

k�γγ with k�γ > 0 for some γ �= α and k�γ ≥ 0 for all γ ∈ ∆. This

implies σα(β) ∈ Φ+. Furthermore, σα(−α) = α and so σα(β) �= α.

Corollary 3.4.2. Let δ = 1
2

�
β∈Φ+ β. Then σα(δ) = δ−α for each simple root α.

Lemma 3.4.3. Let α1, α2 . . . , αk be some set of simple roots. Denote σi = σαi .

If σ1σ2 . . . σk−1(αk) is negative then σ1 . . . σk = σ1 . . . σs−1σs+1 . . . σk−1 for some

1 ≤ s < k.

Proof. Denote βj = σj+1 . . . σk−1(αk) for 0 ≤ j ≤ k − 2 and set βk−1 = αk. Then

β0 < 0 and βk−1 > 0. Let s be the smallest number for which βs > 0. Then

σs(βs) = σαs(βs) < 0, so that by Lemma 3.4.1 αs = βs. By Theorem 3.2.1 we have

σσασ−1 = σσ(α) so that

σs = σαs = (σs+1 . . . σk−1)σk(σs+1 . . . σk−1)−1

form which follows σ1 . . . σk = σ1 . . . σs−1σs+1 . . . σk−1, using σα = σ−1
α .

Corollary 3.4.4. Let σ = σ1 . . . σk (with σi = σαi , αi ∈ ∆) be a shortest decom-

position of σ to a product of simple reflections. Then σ(αk) < 0.

Proof. If σ(αi) > 0 then σ1 . . . σk−1(αk) < 0. This is in contradiction with the

minimality of the decomposition, Lemma 3.4.3.

Theorem 3.4.5. Let ∆ be a system of simple roots.

(1) For any regular vector γ there is σ ∈ W such that σ(γ) ∈ T (∆)

(2) If ∆�
is another system of simple roots then σ(∆�) = ∆ for some σ ∈ W

(3) For any root α there is σ ∈ W such that σ(α) ∈ ∆

(4) The simple reflections σα, α ∈ ∆, generate the group W

(5) If σ ∈ W is such that σ(∆) = ∆ then σ = 1.
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Proof. Denote by W � the subgroup of W generated by the simple reflections. We

prove first that (1)-(3) hold for the subgroup W �.

(1) Denote again by δ half the sum of positive roots. Choose first σ ∈ W � such

that (σ(γ), δ) obtains its maximum value. When α ∈ ∆ then σασ ∈ W � so that

(σ(γ), δ) ≥ (σασ(γ), δ) = (σ(γ), σα(δ)) = (σ(γ), δ − α) = (σ(γ), δ)− (σ(γ), α)

and thus (σ(γ), α) ≥ 0 for all α ∈ ∆. On the other hand, (σ(γ), α) = (γ,σ−1(α) �= 0

by the regularity of γ. Thus (σ(γ), α) > 0 for all α ∈ ∆ and σ(γ) ∈ T (∆).

(2) Let ∆� = ∆(γ). By (1) above, there exists σ ∈ W � such that σ(γ) ∈ T (∆).

But then σ(∆) = ∆(σ(γ)) = ∆.

(3) By (2) it is sufficient to show that any root belongs to some system of simple

roots. So let α be a root. Since Pβ �= Pα for all roots β �= ±α we may choose

γ ∈ Pα such that γ /∈ Pβ for roots β �= ±α. Set γ� = γ + �α where

� =
1
2
· minβ �=±α

|(γ,β)|
|(α,β)| + (α,α)

.

Then 1 > (γ�, α) = �(α,α) > 0 and |(γ�, β)| > 0 for all roots β �= ±α. Now γ� is

regular and α ∈ Φ+(γ�). Because of 1 > (γ�, α) the root α is indecomposable in

Φ+(γ�) and thus α ∈ ∆(γ�) by Theorem 3.3.2.

(4) It is enough to show that each reflection σα with α ∈ Φ is a product of simple

reflections. Choose σ ∈ W � such that β = σ(α) ∈ ∆. Then

σβ = σσ(α) = σσασ−1 so σα = σ−1σβσ ∈ W �.

(5) Let σ(∆) = ∆ for σ ∈ W. If now σ �= 1 then we can write σ = σ1 . . . σk with

σi = σαi and αi ∈ ∆ and k ≥ 1. We choose k minimal. From Cor. 3.4.4 follows

that σ(αk) < 0 which is absurd since σ(αk) ∈ ∆.

Exercise 3.4.6 Let Φ be a system of roots in E = R2. Show that it is isomorphic

to one of the systems A1 ×A1, A2, B2 or G2.

Exercise 3.4.7 Determine a system of simple roots for each of the cases in

Exercise 3.4.6.

Exrcise 3.4.8 Let ∆ ⊂ Φ be a system of simple roots. Let α �= β be a pair of

simple roots and let Φ� be the subsystem consisting of roots in Φ which are integral

linear combinations of α and β. Show that Φ� is a 2-dimensional root system.
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Exercise 3.4.9 Let ∆ ⊂ Φ be a system of simple roots. Show that there is

a unique σ ∈ W such that σ(Φ+) = Φ−. Hint: The set −∆ is another system of

simple roots. Use Theorem 3.4.5.

Exercise 3.4.10 Show by direct inspection of the root system that Cor. 3.3.5

holds for the root system G2.

3.5 Classification of root systems

A root system (E,Φ) is irreducible if it is not possible to write Φ = Φ1 ∪ Φ2

as a union of two (nonempty) root systems with Φ1 ⊥ Φ2. It is clear that any

root system is a direct sum of irreducible systems, so it is sufficient to classify the

irreducible systems.

We shall skip most of the proofs in this section; they can be found in Section 11.4

in J. Humphrey’s book Introduction to Lie Algebras and Representation Theory.

The first fact which we list without proof is that in any irreducible root system

there are at most two different root lengths; the roots are either long or short roots.

If all roots have the same length we call them long roots.

Let ∆ = {α1, . . . ,α�} be a system of simple roots. Denote

Mij =< αi, αj >= 2 · (αi, αj)
(αj , αj)

.

The numbers Mij form a �× � integral matrix, called the Cartan matrix of the root

system. In the 2-dimensional cases we have the matrices

A1 ×A1

�
2 0
0 2

�
;A2

�
2 −1
−1 2

�
; B2

�
2 −2
−1 2

�
; G2

�
2 −1
−3 2

�
.

When ∆� is another basis then σ(∆) = ∆� for some σ ∈ W. The brackets < α, β >

are invariant under the Weyl group. It follows that the Cartan matrix does not

depend on the choice of ∆, modulo reordering of the basis.

Theorem 3.5.1. Let (E,Φ) and (E�,Φ�) be a pair of root systems with ∆ ⊂ Φ and

∆� ⊂ Φ� systems of simple roots. If the Cartan matrices M and M �
are equal (with

some choice of ordering of basis) then the root systems are isomorphic.

Proof. Set ∆ = {α1, . . . ,α�} and ∆� = {a�1, . . . ,α��}. We can define a linear isomor-

phism φ : E → E� by φ(αi) = a�i since the simple roots form a basis. Then for any
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α,β ∈ ∆,

σφ(α)(φ(β)) = φ(β)− < φ(β), φ(α) > φ(α)

= φ(β)− < β,α > φ(α) = φ(β− < β,α > α) = φ(σα(β)).

The second equality follows from the asssumption that the Cartan matrices are

equal. Since ∆ is a basis, we obtain σφ(α) ◦φ = φ ◦σα, that is, φ ◦σα ◦φ−1 = σφ(α)

for all α ∈ ∆. Since the simple reflections generate the Weyl group, we reduce that

the map σ → φ ◦ σ ◦ φ−1 from W to W � is an isomorphims of Weyl groups.

Let next β ∈ Φ and choose σ ∈ W such that σ(β) ∈ ∆, Theorem 3.4.5 (3). Then

φ(β) = (φ ◦ σ−1 ◦ φ−1)φ(σ(β)) ∈ Φ�

and so φ(Φ) ⊂ Φ�. In the same way one shows that φ−1(Φ�) ⊂ Φ and thus φ(Φ) = Φ�.

If γ is another element of Φ then, by the linearity of < ·, · > in the first argument

and by the equality of Cartan matrices,

< γ, β > =< σ(γ), σ(β) >=< φ ◦ σ(γ), φ ◦ σ(β) >

=< (φ ◦ σ−1 ◦ φ−1)(φ ◦ σ(γ)), (φ ◦ σ−1 ◦ φ−1)(φ ◦ σ(β)) >=< φ(γ), φ(β) > .

We have used the fact that the Weyl groups W,W � preserve the brackets. We have

shown that φ is an isomorphism of the root systems.

We have seen that if α �= β is a pair of positive roots then < α, β >< β, α > is

one of the integers 0, 1, 2, 3. We determine the Coxeter graph of the root system Φ

from its Cartan matrix. The graph consists of � nodes corresponding to the number

of simple roots and lines connecting the nodes. The number of lines connecting the

nodes αi, αj (for i �= j) is equal to < αi, αj >< αj , αi > .

In the case when all simple roots have equal lengths the Dynkin diagram is equal

to the Coxeter graph. In the case when a pair αi, αj of simple roots have unequal

lengths we set an arrow to point towards the shorter root. On the enclosed sheet

B we list all the Dynkin diagrams of simple Lie algebras.

The Dynkin diagram determines completely the Cartan matrix and therefore

also the root system of a semisimple Lie algebra. In the case when the simple

root lengths are equal, we have < αi, αj >= −(< αi, αj >< αj , αi >)1/2, for

i �= j. This gives all the matrix elements of the Cartan matrix. Suppose then that



LIE ALGEBRAS AND QUANTUM GROUPS 43

(αi, αi) �= (αj , αj) but we know that αi is shorter, for example. Then from the

table of of root lengths and angles we see that < αi, αj >< αj , αi > is either 2

or 3. In the former case < αi, αj >= −1 and < αj , αi >= −2. In the latter case

< αi, αj >= −1 and < αj , αi >= −3.

For example, from the Dynkin diagram of F4 we can read its Cartan matrix

F4 :





2 −1 0 0
−1 2 −2 0
0 −1 2 −1
0 0 −1 2



 .

A root system Φ is irreducible when its Dynkin diagram is connected. Let ∆ =

∆1 ∪ ∆2 · · · ∪ ∆t be a decomposition of the simple roots corresponding to the

connected components of the Dynkin diagram. Then ∆i ⊥ ∆j for i �= j and let Ei

be the subspace of E spanned by the roots ∆i, E = E1 ⊕ · · ·⊕ Et. Denote Φi the

subset of roots which are linear combinations of the roots ∆i.

Now the Weyl group W maps Φi onto itself: To see this it is sufficient to show

that σα(Φi) ⊂ Φi for any simple root α. If α /∈ ∆i then σα(β) = β− < β,α > α = β

for any β ∈ Φi. But if α ∈ ∆i then σα(β) = β− < β, α > α ∈ Φi by the definition

of Φi.

If β ∈ Φ is an arbitrary root we may choose σ ∈ W such that σ(β) ∈ ∆. But

then σ(β) belongs to some ∆i and by the observation above β ∈ Φi. Thus we have

Φ = Φ1 ∪ Φ2 · · · ∪ Φt.

We have proven:

Theorem 3.5.2. Any root system Φ ⊂ E is a union of irreducible root systems

Φi ⊂ Ei with E = E1 ⊕ · · ·⊕ Et, as an orthogonal direct sum.

Now we list all irreducible root systems in Theorems 3.5.3 - 3.5.11. We denote

the standard basis vectors in R� by �1, . . . , ��.

Theorem 3.5.3. Let E be the subspace of the euclidean space R�+1
with � ≥ 1

consisting of vectors α such that (α,
�

�i) = 0. Let L be the integral lattice in E

and set Φ = {α ∈ L|(α,α) = 2}. Then (E,Φ) is an irreducible root system and its

Dynkin diagram is the Dynkin diagram of the Lie algebra A�.

Proof. Clearly

Φ = {�i − �j |i �= j}.
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Let ∆ consist of the vectors αi = �i − �i+1 with i = 1, 2, . . . , �. These vectors form

a basis of E. Furthermore, each element in Φ is an integral linear combination of

vectors in ∆ with only nonnegative or only nonpositive coefficients, so it satisfies

the requirements of a system of simple roots; we also observe that clearly the first

two axioms of a root system are satisfied. Next < β,α >= 2(β,α)/(α,α) = (β,α) ∈

{0,±1, 2} so that also the fourth axiom holds.

By a direct computation (Exercise!) we observe that

σα(β) = β− < β, α > α belongs to Φ for any α,β ∈ Φ and so indeed Φ is a root

system. Since < αi, αi+1 >= (αi, αi+1) = −1 but < αi, αj >= 0 for j �= i ± 1 we

see that the Dynkin diagram is really the diagram A� listed in the appendix B; one

can then check by direct computation that the root system corresponding to the

Cartan subalgebra of diagonal matrices in sl(� + 1, F), with the choice of simple

roots corresponding to the root vectors ei,i+1 ∈ sl(� + 1, F), leads to the system

(E,Φ,∆).

Theorem 3.5.4. Let E = R�
with � ≥ 2 and Φ the set of vectors α in its integral

lattice L such that (α,α) = 1 or (α,α) = 2. Then (E,Φ) is an irreducible system

of roots with a Dynkin diagram corresponding to the Lie algebra B�.

Proof. Now Φ = {±�i|1 ≤ i ≤ �} ∪ {±(�i ± �j)|i �= j}. The subset ∆ of vectors

αi = �i − �i+1, i ≤ � − 1, and α� = �� is linearly independent and the number of

vectors is equal to the dimension of E, thus it is a basis of E. Furthemore,

±�i = ±(αi + . . . α�)

±(�i − �j) = ±(αi + · · · + αj) for i < j

±(�i + �jj) = ±(αi + · · · + αj−1 + 3αj + 2αj+1 + . . . 2α�) for i < j.

So ∆ has the properties of a system of simple roots. When i, j ≤ �− 1 the length

of the roots αi, αj is equal to
√

2 and < αi, αj >= 0 for i �= j ± 1, i �= j. For

j = i + 1 we have < αi, αi+1 >< αi+1, αi >= 1. The length of α� is 1 and

< α�−1, α� >< α�, α�−1 >= 2. It follows that the Dynkin diagram is the diagram

B� in the appendix. This Dynkin diagram can be reduced from the results of

last week’s exercises; see the computations for the Lie algebra of antisymmetric

(2� + 1)× (2� + 1) antisymmetric matrices.
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Theorem 3.5.5. Let E = R�
with � ≥ 3 and Φ = {±2�i|1 ≤ i ≤ �}∪{±(�i±�j)|i �=

j}. Then (E,Φ) is an irreducible root system corresponding to the Dynkin diagram

C�.

Remark We could have defined also C2 but then C2 = B2.

Theorem 3.5.6. Let E = R�
for � ≥ 4 and define Φ as the set of vectors α in the

integral lattice with (α,α) = 2. Then Φ{±(�i±�j)|i �= j} and it is an irreducible root

system with Dynkin diagram D� corresponding to the Lie algebra of antisymmetric

2�× 2� matrices.

Proof. This is actually a subalgebra of B�, by leaving out the short roots ±�i. The

simple roots are αi = �i − �i+1 for i = 1, 2, . . . , �− 1 and α� = ��−1 + ��.

Then we have the root systems of exceptional simple Lie algebras. It is left as

an exercise to the reader to check that the axioms of root systems are satisfied.

Theorem 3.5.7. (G2) The following is an irreducible two dimensional root system:

Let {�1, �2, �3} be the standard basis of R3
and let E be the plane orthogonal to

�1 + �2 + �3. A basis of E is given by {�1 − �2,−2�1 + �2 + �3} = ∆. This is a

system of simple roots for G2. The positive roots are Φ+ = {�1− �2,−�1 + �3,−�2 +

�3,−2�1 + �2 + �3, �1 − 2�2 + �3,−�1 − �2 + 2�3}.

Theorem 3.5.8. (F4) Let E = R4
and ∆ = {�2−�3, �3−�4, �4,

1
2 (�1−�2−�3−�4)}.

The root system of F4 consists of all integral linear combinations α of elements in

∆ such that �α�2 = 1 or �α�2 = 2. Then Φ = {±�i}4
i=1 ∪ {±(�i ± �j) | i �=

j} ∪ {± 1
2 (�1 ± �2 ± �3 ± �4) | all signs}. Thus the number of elements in Φ is 48.

Exercise What is the system of positive roots for F4?

Theorem 3.5.9. (E8) Let E = R8
and ∆ = { 1

2 (�1 + �8) − 1
2 (�2 + . . . + �7), �1 +

�2, �2 − �1, �3 − �2, �4 − �3, �5 − �4, �6 − �5, �7 − �6}. The root system Φ(E8) consists

of all integral linear combinations α of elements in ∆ such that �α�2 = 2. Then

Φ = {±(�i ± �j) | i �= j} ∪ {1
2

8�

i=1

(−1)�(i)�i | �(i) = 0, 1;
�

�(i) ∈ 2Z}.

There are 240 elements in Φ.

Theorem 3.5.10. (E7) ∆ and Φ are defined here in a similar way as in the case

of E8 except that the last vector �7 − �6 in ∆ is left out. There are 126 roots.
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Theorem 3.5.11. (E6) Same as above, but now the two last vectors �6 − �5 and

�7 − �6 in ∆ are dropped. The number of roots is 72.

Exercise 3.5.12 Let g = sl(2, C) and h,h� a pair of Cartan subalgebras of g.

Construct an automorphism φ : g → g such that φ(h) = h�. Hint: Any Cartan

subalgebra of g is one dimensional. Show from the definition of a Cartan subalgebra

that if w = ax + by + ch is a basis of h (here x, y, h are the vectors in the standard

basis) then ab �= −c2.

Exercise 3.5.13 A Borel subalgebra of a semisimple Lie algebra g is a maximal

solvable subalgebra in g. Let h ⊂ g be a Cartan subalgebra and Φ the system of

roots. Show that

b = h ⊕
α∈Φ+

gα

is a Borel subalgebra.

Exercise 3.5.14 Show that the map α → −α is an isomorphism of the root

system Φ of a semisimple Lie algebra.
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3.6 Existence and uniqueness theorems

In the previous section we have listed all irreducible root systems. On the other

hand, by inspection of the root systems of the simple Lie algebras A�, B�, C�, D�, G2,

F4, E6, E7, E8 one obeserves that these Lie algebras correspond exactly to the given

root systems.

There are still several unanswered questions: Do these Lie algebras exhaust the

list of all simple Lie algebras? What about general semisimple Lie algebras? What

happens to the root system when we choose a different Cartan subalgebra? Is

the correspondence between (isomorphism classes of) semisimple Lie algebras and

(isomorphism classes of) root systems 1-1?

In this section we shall state the theorems answering these questions, but mostly

without proofs. For proofs the reader should consult the book by J. Humphreys.

Theorem 3.6.1. Let σ : g → g be an automorphism of the semisimple Lie algebra

g with h� = σ(h), where h,h� is a pair of Cartan subalgebras. Then the root systems

Φ,Φ� determined by the Cartan subalgebras h,h� are isomorphic.

Proof. Define φ : Φ → Φ� by φ(α)(h) = α(σ−1(h)) for α ∈ Φ and h ∈ h�. Choose

0 �= eα ∈ gα. Then

[h, σ(eα)] = σ([σ−1(h), eα]) = σ(α(σ−1(h))eα)

= α(σ−1(h))σ(eα) = φ(α)(h) · σ(eα)

for all h ∈ h� so that φ(α) ∈ Φ�. We can extend by linearity φ : E → E� where

E,E� are the real vector spaces where the root systems are sitting. We show that

φ ◦ σα ◦ φ−1 = σφ(α) for α ∈ Φ, σα ∈ W :

φσαφ−1(φ(β)) = φσα(β) = φ(β− < β,α > α)

= φ(β)− < β,α > φ(α) = φ(β) for β ⊥ α.

This implies φσαφ−1(γ) = γ for all γ ∈ φ(Pα). Furthermore, φσαφ−1(φ(α)) =

φσα(α) = −φ(α) so that φσαφ−1 = σφ(α). For an arbitrary pair α,β ∈ Φ,

σφ(α)(φ(β)) = φ(β)− < φ(β), φ(α) > φ(α) = φσαφ−1(φ(β))

= φσα(β) = φ(β)− < β,α > φ(α)

so that < φ(β), φ(α) >=< β,α > and so φ is an isomorphism of the root systems.
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Theorem 3.6.2. Let h,h� be a pair of Cartan subalgebras in a semisimple Lie

algebra g. Then there exists an automorphism φ of g such that h� = φ(h).

Proof. See J. Humphreys, Sections 16.1 - 16.5

Corollary 3.6.3. The root system of a semisimple Lie algebra does not depend in

an essential way (i.e. modulo isomorphism) on the choice of a Cartan subalgebra.

Theorem 3.6.4. The root system Φ of a simple Lie algebra g is irreducible.

Proof. Assume the contrary: Φ = Φ1 ∪ Φ2 where Φi are nonempty orthogonal

subsystems. Let k be the subalgebra of g generated by the root subspaces gα for

α ∈ Φ1. If now α ∈ Φ1 and β ∈ Φ2 then (α + β,α) �= 0 and (α + β,β) �= 0 and

therefore α + β /∈ Φ1 and α + β /∈ Φ2 so that α + β is not a root. By Lemma 2.2.5,

[gα,gβ ] = 0. Since g is a direct sum of the root subspaces gγ and of

h = ⊕γ [gγ ,g−γ ], we reduce that k is an ideal in g. But this is a contradiction, since

there are no nontrivial ideals.

Lemma 3.6.5. Let g = g1 ⊕ · · · ⊕ gt be a semisimple Lie algebra, where the gi’s

are its simple ideals and let h be a Cartan subalgebra of g. Then hi = h ∩ gi is a

Cartan subalgebra of gi for each i.

Proof. First each hi is commutative since h is commutative. We have to show that

N(gi,hi) = hi. If this is not the case, then for some i0 the ideal h�i0 = N(gi0 ,hi0)

would be strictly larger than hi0 . But since [gi,gj ] = 0 for i �= j,

h ⊂
�=

h1 + . . .h�i0 + . . .ht ⊂ N(g,h)

and so N(g,h) �= h, which is a contradiction, since h is a Cartan subalgebra of g.

Theorem 3.6.6. Let g = g1 + · · ·+gt be a semisimple Lie algebra composed of the

simple ideals gi. Then the root system Φ of g decomposes to a union Φ = Φ1∪ . . . Φt

of mutually orthogonal irreducible subsystems, where Φi is a root system of gi.

Proof. By the results above, it suffices to show that 1) each root of g belongs to

some Φi, and 2) the subsystems are mutually orthogonal.

Now let α ∈ Φ. Since [gi,gj ] = 0 for i �= j the adh eigenvectors must lie in the

subspaces gi. So we have gα ⊂ gi for some i. But then gα is a root subspace of

(gi,hi) since hi = gi ∩ h. Thus α ∈ Φi.
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Let next α ∈ Φi and β ∈ Φj with i �= j. Then hβ ∈ gj and eα ∈ gi, so

0 = [hβ , eα] = α(hβ)eα and α(hβ) = 0

which implies (α,β) = α(hβ) = 0.

Lemma 3.6.7. Let Φ be an irreducible root system and ∆ ⊂ Φ a system of simple

roots. Then there is a unique maximal root β ∈ Φ with respect to the partial order

defined by the set of positive roots Φ+. If α is any root then the height h(α) < h(β)

and (β, γ) ≥ 0 for any simple root γ. All the coefficients in the decomposition

β =
�

α∈∆ kαα are strictly positive.

Proof. Let β be any maximal root (it exists since Φ is a finite set). Clearly β ∈ Φ+.

Define ∆1 ⊂ ∆ as the set of simple roots α such that kα = 0 in the expansion

β =
�

kαα and ∆2 = ∆ \ ∆1. If ∆1 �= ∅ then (β,α) ≤ 0 for all α ∈ ∆1 by Lemma

3.3.1.

Since Φ is irreducible there are roots α1 ∈ ∆1 and α2 ∈ ∆2 such that (α1, α2) �= 0

and thus also (β,α1) < 0. By Theorem 3.2.2 α1 + β is a root. But since α1 > 0 we

have α1 + β > β, contradiction. It follows that ∆1 = ∅ and kα > 0 for all α ∈ ∆.

In the same way we see that (β,α) ≥ 0 for all α ∈ ∆ (otherwise α + β ∈ Φ

and α + β > β). Let then β� a another maximal root with β� =
�

k�αα as sum

over simple roots. Again (β�, α) ≥ 0 for all α ∈ ∆ and since β� �= 0 we must have

(β�, α) > 0 at least for one simple root α. Then

(β�, β) =
�

kα(β�, α) > 0

and so β − β� ∈ Φ or β = β�. The former is absurd since then β > β� or β� > β by

Theorem 3.2.2. So we must have β� = β.

Exercise 3.6.8 Let g be semisimple, h ⊂ g a Cartan subalgebra, and ∆ ⊂ Φ a

set of simple roots for (g,h). Choose 0 �= xα ∈ gα and 0 �= yα ∈ g−α for all α ∈ ∆.

Show that the vectors xα, yα generate the Lie algebra g, that is, any element in g is

obtained by taking linear combinations of multiple commutators of these elements.

Hint: Use repeatedly Theorem 2.3.11.

Theorem 3.6.9. If the root systems Φ,Φ� of a pair of semisimple Lie algebras g,g�

are isomorphic then g is isomorphic with g�.
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Proof. By assumption, there is a linear map φ : E → E� such that φ(Φ) = Φ� and

φ preserves the brackets < ·, · > . Let ∆ ⊂ Φ be a system of simple roots. Then

∆� = φ(∆) is a system of simple roots in Φ�. We fix xα ∈ gα and yα ∈ g−α for all

α ∈ ∆ such that hα = [xα, yα], Cor. 2.3.9. We fix likewise the elements x�α� and

y�α� in g�; we have denoted α� = φ(α).

We assume first that g,g� are simple Lie algebras. We denote by k the subalgebra

of g ⊕ g� generated by the vectors x̂α = xα ⊕ x�α� and ŷα = yα ⊕ y�α� .

(1) We claim that k �= g ⊕ g�. Since g,g� were assumed to be simple, the root

systems are irreducible. Let β,β� the maximal roots in Φ,Φ�. The map φ preserves

the partial ordering since if γ ∈ Φ is a positive root then γ =
�

α∈∆ kαα with

nonnegative coefficients and so φ(γ) is a linear combination of the simple roots

φ(α) ∈ ∆� with nonnegative coefficients and φ(γ) is positive. It follows that β� =

φ(β).

Let 0 �= x ∈ gβ , 0 �= x� ∈ g�β� . Set x̂ = x ⊕ x�. Let V ⊂ g ⊕ g� be the subspace

generated from the vector x̂ by repeated adjoint action by the elements in k. Now

[xγ , x] = 0 = [x�γ� , x�] for any positive roots γ, γ� by the maximality of the roots

β,β�. It follows that it suffices to take commutators of x̂ with the elements ŷα in

order to generate the whole space V. This means that any vector in V is a linear

combination of vectors

adŷα1
. . . adŷαn

(x̂).

By the inspection of the weights of these vectors we conclude that the intersection

V ∩ (gβ ⊕g�β�) consists only of the vector x̂. On the other hand, dim (gβ ⊕g�β�) = 2

so that V �= g ⊕ g�.

We wanted to prove that k �= g⊕g�. If this is not true then V is a nonzero ideal

in g⊕g� and thus either V = g or V = g� which is absurd since x̂ ∈ V but x̂ is not

an element of g or of g�.

(2) Let π : k → g and π� : k → g� be the projections. Clearly both π, π� are

homomorphisms of Lie algebras. By the exercise 3.6.8 these maps are surjective.

We claim that they are also injective. If for example π� is not injective then there

is an element ẑ = z ⊕ 0 ∈ k with z �= 0. Let I ⊂ g be the ideal generated by

z, that is, the space of linear combinations of vectors obtained by taking multiple

commutators of z with the vectors xα, yα. But g is simple, so this ideal must be
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equal to g. By the definition of k we have then g ⊂ k. This implies that the vector

0⊕x� is in k. Again, the ideal in g� generated by x� must be all of g� and so g� ⊂ k.

Now g ⊕ g� ⊂ k, which is in contradiction what we have shown in (1). It follows

that the maps π : k → g and π� : k → g� are both isomorphisms and therefore the

algebras g,g� are isomorphic.

Note that in this isomorphism xα is mapped to x�α, via the element x̂α ∈ k, for

each simple root α ∈ ∆. Likewise for the elements yα and therefore also for hα’s.

(3) Consider finally the general case when g,g� are not necessarily simple. If Φ =

Φ1 ∪ . . . Φt is a decomposition of Φ to mutually orthogonal irreducible subsystems

then Φ� = Φ�1 ∪ · · · ∪ Φ�t is a similar decomposition for Φ� with Φ�i = φ(Φi), since φ

is an isomorphism of root systems. Now Φ�i is isomorphic to Φi. Denoting by gi the

subalgebra of g corresponding to the subsystem Φi and by g�i ⊂ g� the subalgebra

corresponding to Φ�i, we have by the previous results that gi is isomorphic with g�i.

The subalgebras gi are simple ideals and

g = g1 ⊕ · · ·⊕ gt and g� = g�1 ⊕ · · ·⊕ g�t.

It follows that g is isomorphic with g�.

Exercise 3.6.10 Determine the maximal roots in each of the cases A�, B�, C�

and D�.

Exercise 3.6.11 In a similar way as in the Exercise 3.5.13 we define a Borel

subalgebra b� as

b� = h ⊕
α∈Φ−

gα.

Show that the Borel subalgebras b and b� are isomorphic. Hint: Use Exercise

3.5.14.

Exercise 3.6.12 Let {α1, . . . ,α�} be a system of simple roots for a semisimple

Lie algebra g. Let xi ∈ gαi and yi ∈ g−αi . Show that

(adxi)
−<αj ,αi>+1(xj) = 0 = (adyi)

−<αj ,αi>+1(yj)

when i �= j. Hint: Use the Theorem on lengths of root chains.

Exercise 3.6.13 We know that the map α → −α is an automorphism of a root

system Φ of a semisimple Lie algebra g. Describe explicitly, in terms of basis in

root subspaces, the corresponding automorphism of the Lie algebra g.
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CHAPTER 4: REPRESENTATION THEORY

4.1 The universal enveloping algebra

In this section we define an associative algebra U(g) for any Lie algebra g which

will be an important tool for constructing representations of g.

First, for any set S we define a free associative algebra F(S) over a field F,

generated by S. As a vector space, F(S) is the space of formal linear combinations

of words a1a2 . . . an where the ai’s are any (not necessarily different) elements in

the set S. This means simply that F(S) is an infinite-dimensional vector space over

F with a basis labelled by the words a1 . . . an.

Next we define a product ab of words a = a1 . . . an and b = b1 . . . bm by writing

the words after each other,

ab = a1 . . . anb1 . . . bm.

We extend this product by linearity to a pair of arbitrary vectors in F(S).

It is clear that the product is associative, by definition the standard distributive

laws hold, so that indeed F(S) becomes an associative algebra over the field F.

An empty word (no letters) is denoted by 1. This becomes the neutral element

for multiplication, 1a = a1 for all a ∈ F(S).

Remark When the set S consists of a single element x then the algebra is simply

the commutative polynomial algebra in one variable x : the words are xn = xx . . . x

(n times) and a general element in the algebra is
�n

i=0 αixi with αi ∈ F. In general

however F(S) is noncommutative, xy and yx are different words.

We can also define the commutative free associative algebra generated by the

set S by declaring that the order of the letters does not matter. For a finite set

S = {x1, . . . xn} this is the polynomial algebra in n variables xi. The general element

in this algebra is a linear combination of the basic monomials xk1
1 . . . xkn

n .

Let next V be a vector space over F. We define a new associative algebra F[V ].

This algebra is defined as F(V ) but now we identify a formal linear combination

α · a + β · b of one letter words a, b ∈ V as the one letter word c, where c =

α · a + β · b is the linear combination in the vector space V. Likewise, the prod-
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ucts w = a1 . . . ai−1(α · a + β · b)ai+1 . . . an will be identified as vectors w =

α · a1 . . . ai−1aai+1 . . . an + β · a1 . . . ai−1bai+1 . . . an.

If x1 . . . xp is a basis of V then a general element in F[V ] is a linear combination

of the words in the alphabet x1, . . . , xp. This means that actually the algebra F[V ]

is isomorphic to the free associative algebra F(S) where S = {x1, . . . , xp}.

When V = g is a Lie algebra we can perform a further reduction of the algebra

F[g]. We want that the structure of the universal enveloping algebra U(g) reflects

the commutator structure of g. Let I ⊂ F[g] be the smallest two sided ideal con-

taining all the elements xy − yx − [x, y] for x, y ∈ g. Note that these are linear

combinations of words of length 1 and 2. If e1, . . . , en are basis vectors in g,

[ei, ej ] =
�

k

ck
ijek,

then we can write

xy − yx− [x, y] =
�

xiyj(eiej − ejei)−
�

xiyjc
k
ijek

as elements in F[g]. Note that in the free algebra F[g] the elements eiej − ejei are

completely independent of the Lie algebra commutators [ei, ej ] = ck
ijek.

By definition, the ideal I consists of all linear combinations of elements u(xy −

yx− [x, y])v, where u, v are arbitrary elements in the algebra F[g].

If A is any associative algebra and I ⊂ A is a two sided ideal then one can con-

struct a new associative algebra A/I, which, as a vector space, is just the quotient

of two vector spaces. The product in A/I is defined through representatives of

equivalence classes,

(u + I)(v + I) ≡ uv + I.

Exercise 4.1.1 Show that the product is well-defined (it does not depend on

the choice of representatives of the classes) and defines an associative algebra.

In the case of I ⊂ F[g] above, we define U(g) = F[g]/I. This is the universal

enveloping algebra of g.

The universality properties refers to the following property:

Theorem 4.1.2. If ψ : g → A is a homomorphism to an associative algebra A,

that is, ψ is linear map with the property ψ([x, y]) = ψ(x)ψ(y) − ψ(y)ψ(x), then

there exists a unique homomorphims φ : U(g) → A of associative algebras such that
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ψ = φ ◦ j where j : g → U(g) is the canonical map which sends x ∈ g to the one

letter word x in U(g). The universal enveloping algebra is uniquely defined (up to

isomorphism) by this property.

Proof. First the uniqueness. Let U � be another algebra with the above property,

with j� : g → U �. Then there is a homomorphism φ : U(g) → U � such that j� = φ◦j.

On the other hand, we have a homomorphism φ� : U � → U(g) by the universality

of U �, such that j = φ� ◦ j�. Combining, we get a homomorphism θ = φ ◦ φ� :

U(g) → U(g) such that j� = θ ◦ j�. But also the identity map U(g) → U(g) has

this property. By the uniqueness of θ we must have θ = id and thus φ : U(g) → U �

is an isomorphism.

Let then ψ : g → A be a homomorphism. We can define φ : U(g) → A by

setting φ(x) = ψ(x) for any one letter word x and ψ(1) = 1. The one letter words

generate the whole algebra U(g) and therefore φ extends by linearity to the whole

algebra U(g). It clearly has the required property, including uniqueness.

Corollary 4.1.3. Let ψ : g → EndV be a representation of the Lie algebra g in a

vector space V. Then there exists a unique representation φ : U(g) → EndV such

that ψ = φ ◦ j.

Conversely, a representation of U(g) gives by restriction to the one letter words

a representation of the Lie algebra g. Thus there is a one-to-one correspondence

between representations of g and its universal enveloping algebra U(g).

Theorem 4.1.4. (Poincare-Birkhoff-Witt) Let x1, x2, . . . , xn be a basis of the Lie

algebra g. Then the ordered words xi1xi2 . . . xip form a basis of U(g), where i1 ≤

i1 ≤ i2 · · · ≤ ip. (We refer for a proof to J.Humphreys, Section 17.3.)

Exercise 4.1.5 Prove the PBW theorem when g is a commutative Lie algebra.

Exercise 4.1.6 Let ψ be the representation of a finite-dimensional Lie algebra

g in the vector space U(g) defined by ψ(x)u = xu − ux. Although U(g) itself is

infinite-dimensional, show that any element u ∈ U(g) lies in some finite-dimensional

subspace V ⊂ U(g) which is invariant under the representation ψ.

Exercise 4.1.7 Let g = sl(2, C), λ ∈ C and let Iλ be the smallest left ideal

in U(g) containing the elements x and h − λ · 1. Here x, y, h are the standard

basis vectors of g. Show that a basis of the vector space U(g)/Iλ is given by the
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monomials yn with n = 0, 1, 2, . . . .
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4.2 Representations of sl(2, F)

We denote again the vectors in the standard basis of g = sl(2, F) as x = e12, y =

e21, h = e11− e22. The field F is of characteristic zero and algebraically closed. The

standard Cartan subalgebra h is spanned by the vector h. We have the commutation

relations

[h, x] = 2x [h, y] = −2y [x, y] = h.

First some new terminology. We have defined a representation of a Lie algebra

g as a homomorphism ρ : g → EndV, where V is a vector space. Thus the

action of an element x ∈ g to a vector v ∈ V is written as ρ(x)v. We often drop

the symbol ρ and write simply ρ(x)v = xv. That is, we have a multiplication

g × V → V, (x, v) �→ xv. The multiplication satisfies, besides being linear in both

arguments, [x, y]v = x(yv)− y(xv). In general, a vector space V together with this

kind of multiplication g× V → V is called a g module. Thus a representation of g

defines a g module and vice versa.

By the Corollary 4.1.3 any g module defines in a natural way a U(g) module

and any U(g) module gives a g module by restriction to g ⊂ U(g).

A g module V is irreducible if there are no nontrivial g invariant subspaces

W ⊂ V.

Assume next that V is an irreducible finite-dimensional nonzero g module. If

0 �= v ∈ V then U(g)v ⊂ V is clearly a g invariant subspace and therefore U(g)v =

V.

Since V is finite-dimensional, the element h has at least one eigenvector in V.

For the same reason there must be an eigenvector v0 with maximal real part of the

eigenvalue λ. Since

h(xv0) = x(hv0) + [h, x]v0 = (λ + 2)v0

we must have xv0 = 0 by the maximality of the eigenvalue λ. By the Poincare-

Birkhoff-Witt theorem a basis in U(g) is given by the elements yphqxr with p, q, r =

0, 1, 2, . . . . But since xv0 = 0 and hv0 = λv0 we observe that

U(g)v0 = {
�

p

apy
pv0|ap ∈ F}.
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But V was assumed to be irreducible so we conclude that V is spanned by the

vectors ypv0.

We denote vi = 1
i!y

iv0.

Lemma 4.2.1.

(1) hvi = (λ− 2i)vi

(2) yvi = (i + 1)vi+1

(3) xvi = (λ− i + 1)vi−1.

Proof. (1) The case i = 0 is clear. Induction on i :

hvi+1 = (i + 1)−1h(yvi) = (i + 1)−1(yhvi + [h, y]vi)

= (i + 1)−1((λ− 2i)yvi − 2yvi) = (λ− 2(i + 1))vi+1.

(2) This follows directly from the definition of vi.

(3) The case i = 0 is clear. Induction on i :

xvi+1 = (i + 1)−1xyvi = (i + 1)−1(y(λ− i + 1)vi−1 + hvi)

= (i + 1)−1(i(λ− i + 1)vi + (λ− 2i)vi) = (λ− (i + 1) + 1)vi.

Since by 4.2.1 (1) the vectors vi for different values of i are linearly independent

provided that they are not equal to zero, we must have vi = 0 (by the finite-

dimensionality of V ) for i > m for some m; choose this integer m to be the smallest

possible. Then vi �= 0 for i = 0, 1, . . . ,m. It follws that the set {v0, v1, . . . , vm} is a

basis in V. Now we have, by Lemma 4.2.1,

0 = xvm+1 = (λ−m)vm

Since vm �= 0 it follows that λ−m = 0. Thus the the maximal eigenvalue λ of h is

a nonnegative integer.

Since the Cartan subalgebra is here one-dimensional, the weight subspaces Vµ of

V are simply the eigenspaces of h. We have seen that the eigenvalues of µ of h are

give as µ = λ− 2i with i = 0, 1, 2, . . . ,m so that µ = −m,−m + 2, . . . ,m.

Theorem 4.2.2. Let V be an irreducible nonzero sl(2, F) module. Then

(1) There is a unique (up to a multiplicative constant) maximal vector v0 with

the highest eigenvalue λ = 0, 1, 2 . . . of h
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(2) V is a direct sum of one-dimensional weight subspaces Vµ with µ = −λ,−λ+

2, . . . ,λ

(3) There is a basis with vi ∈ Vλ−2i such that the action of the elements x, y, h

is given as in Lemma 4.2.1.

Proof. First we observe that the maximal weight µ = λ determines the sl(2, F)

module V up to an isomorphism. Given two different irreducible g modules V, V �

with highest weight λ we can construct the isomorphism as the linear map φ : V →

V � with the property φ(vi) = v�i, where the basis {v�i} ⊂ V � is chosen in a similar

way as {vi} ⊂ V.

The existence of the modules follows from a direct construction: Define V = Fλ+1

an denote the basis vectors in the standard basis by v0, v1, . . . vλ. Define the action

of x, y, h using Lemma 4.2.1 and check by direct computation that the commutation

relations of g hold.

4.3 The theorem of Weyl

Let g be any semisimple Lie algebra and choose a basis x1, . . . , xn in g. Let

β : g × g → F be any symmetric nondegenerate bilinear form such that

β([x, y], z) = −β(y, [x, z]) for all x, y, z ∈ g.

We know that at least the Killing form satisfies this condition, and that if g is

simple then any such a bilinear form is proportional to the Killing form.

Since β is nondegenerate, the determinant of the matrix βij = β(xi, xj) is

nonzero and the system of linear equations

β(yj , xi) = δij with i = 1, 2, . . . , n

has a unique solution yj for each index j. That is, the basis x1, . . . , xn has a unique

dual basis y1, . . . , yn.

Exercise 4.3.1 Let φ : g → EndV be a faithful representation of the semisimple

Lie algebra g in a vector space V (that is, φ is injective). Then the symmetric

bilinear form

β(x, y) = tr (φ(x)φ(y))
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is nondegenerate. Prove this!

In the situation of Exercise 4.3.1 we define an element cφ ∈ EndV by

cφ =
�

i

φ(xi)φ(yi).

This endomorphism is not zero:

tr cφ =
�

i

tr (φ(xi)φ(yi)) =
�

i

(xi, yi) = dim g > 0.

Theorem 4.3.2. cφ commutes with every φ(x) and thus cφ is equal to λ · 1 in an

irreducible representation (Schur’s lemma), where λ = dim g/ dim V.

Proof. Let x ∈ g. We can write

[x, xi] =
�

j

aijxj and [x, yi] =
�

j

bijyj .

We have

aik = β([x, xi], yk) = −β(xi, [x, xk]) = −β(xi,
�

j

bkjyj) = −bki.

Using this and the identity [A, BC] = [A, B]C + B[A, C] for matrices we get

[φ(x), cφ] =
�

i

[φ(x), φ(xi)φ(yi)] =
�

i

[φ(x), φ(xi)]φ(xi) +
�

i

φ(xi)[φ(x), φ(yi)]

=
�

i

φ([x, xi])φ(yi) +
�

i

φ(xi)φ([x, yi])

=
�

ij

aijφ(xi)φ(yj) +
�

ij

bijφ(xi)φ(yj) = 0.

The endomorphism cφ is called the Casimir element of the representation.

We can also define the (universal) Casimir element as a vector in the universal

enveloping algebra U(g) by setting c =
�

i xiyi where the dual basis {yi} is defined

with respect to the Killing form, (yi, xi). One can then repeat the computation

above and show that c commutes with very x ∈ g and therefore c commutes with

every element in the enveloping algebra U(g).

Any g module V defines the dual g module V ∗ module: As a vector space V ∗ is

the space of linear functions f : V → C. The action of x ∈ g in V ∗ is given by

(x · f)(v) = −f(x · v).
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This is really a g action:

([x, y] · f)(v) = −f([x, y]v) = −f(x(yv)− y(xv))

= (x · f)(yv)− (y · f)(xv) = (−y(xf))(vv) + (x(yf))(v)

so that [x, y]f = x(yf)− y(xf).

For a submodule W ⊂ V the quotient module V/W is defined as usual: The

action of x ∈ g on a vector [v] = v + W is defined as x[v] = [xv].

Lemma 4.3.3. Let φ : g → EndV be a representation of a semisimple Lie algebra

g. Then each endomorphism φ(x) is traceless.

Proof. Since g = [g,g], any x ∈ g is a linear combination of elmenents of the type

[y, z]. But φ([y, z]) = φ(y)φ(z)− φ(z)φ(y) and has therefore vanishing trace.

A representation (or a g module) is completely reducible if it is a direct sum of

irreducible representations (modules).

Theorem 4.3.4. Any finite-dimensional representation of a semisimple Lie alge-

bra is completely reducible.

Proof. Let g be semisimple and φ : g → EndV a finite-dimensional representation.

(1) We assume first that there is a submodule W ⊂ V of codimension = 1. We

prove by induction on the dimension p = dim W that there is a complementary

one-dimensional invariant subspace X ⊂ V. The case p = 0 is clear. Induction

p �→ p + 1 :

(1a) If W is reducible then choose an invariant submodule W � ⊂ W with W � �=

0, W. Then W/W � ⊂ V/W � is a submodule with dim(W/W �) = dim(V/W �) −

1. We may apply the induction hypothesis to W/W � to reduce that there is a

complementary invariant submodule W ��/W � ⊂ V/W � of dimension one, V/W � =

W ��/W � ⊕ W/W �. In the same way there is an invariant submodule X ⊂ W ��

of dimension one such that W �� = X ⊕ W �. Now W ∩ W �� ⊂ W � and therefore

W ∩X = 0. Since dim X + dim W = dim V we get V = W ⊕X.

(1b) Let W be irreducible. Let cφ be the Casimir element of the representation φ.

Since W ⊂ V is an invariant subspace we may view cφ as a linear map V/W → V/W.

Since dim(V/W ) = 1 is a linear map in this space equal to its trace and by Lemma

4.3.3 φ(x) = 0 in the quotient space V/W. But

trV (cφ) = trW (cφ) + trV/W (cφ) = trW (cφ)
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and so trW (cφ) �= 0, by 4.3.2. Since W is irreducible we must have cφ|W = λ × 1

for some λ ∈ F. Since the trace is nonzero, we have λ �= 0 and thus W ∩ ker cφ = 0.

Since cφ vanishes in V/W we have cφ(V ) ⊂ W and so kercφ �= 0 in V. By a

dimension argument we obtain

V = ker cφ ⊕W.

ker cφ is a submodule of V since the Casimir element commutes with the represen-

tation. This completes the induction in the case codim W = 1.

(2) The general case. Let W ⊂ V be any nontrivial submodule. Let T =

Hom(V,W ) be the vector space of linear maps V → W. This is a g module by

setting (xf)(v) = x(f(v)) − f(xv) for x ∈ g, v ∈ V. Let T � ⊂ T be the subspace

consisting of linear maps f which are constant in the subspace W ⊂ V. It is clear

that T � ⊂ T is a submodule. Let T �� ⊂ T � be the submodule consisting of functions

f which vanish in W. Let f : V → W be any linear function such that f(w) = w

for all w ∈ W. Then T � = T �� ⊕ F · f. On the other hand, xf is also such a linear

function for any x ∈ g. But since the complement of T �� in T � is one-dimensional,

we may us step (1) and reduce that we may fix f such that it spans an invariant

submodule S.

Since dim S = 1 we have x · f = 0 for all x ∈ g, that is,

0 = (xf)(v)− f(xv).

This means that f : V → W is a homomorphism of g modules. The kernel ker f ⊂ V

is a submodule and its intersection with W is zero (f(w) = w for all w ∈ W ). From

this follows that

V = W ⊕ ker f.

This concludes the proof.

Exercise 4.3. 5 The elements of the Weyl group W determine automorphisms

of the root system Φ. These are called the inner automorphisms. Show that in the

case of A2 the group of automorphisms is strictly larger than the group Int(Φ) of

inner automorphisms. Hint: Study the automorphism α �→ −α.

Exercise 4.3.6 Construct all automorphims of the root system A2 (and thus of

the Lie algebra A2).
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4.4 Some group theory and tensor analysis of representations

This section is a digression to group theory. We shall explain some constructions

of representations of classical Lie groups without proofs. Because of the relation

between Lie algebras and Lie groups explained in the beginning of Chapter I, any

representation of a Lie group defines a representation of the corrresponding Lie

algebra; the connection is given by the exponential map of matrices.

Tensor analysis provides some very simple constructions of representations. It is

somewhat harder to see that we get all irreducible representations this way. The

reader is recommended to look at the classical text H. Weyl: Classical Groups and

their Invariants and Representations.

A useful tool in the tensor analysis comes from physics: The use of the algebra

of bosonic or fermionic creation and annihilation operators. We shall briefly discuss

this method, through examples, in the end of the section. The linear groups SU(n)

and SO(n) appear in physics often as symmetries of many particle systems. This

could be for example a nucleus exhibiting various kinds of particle interchange and

combined rotational symmetries. If the symmetry is exact, that is, the group com-

mutes with the hamiltonian, then one can classify eigenvectors of the hamiltonian

belonging to the same eigenvalue using the representation theory of the symmetry

group G. Even in the case when the symmetry is only approximate it might still

be of advantage to classify the physical states according to representations of G

(’supermultiplets’).

To see how the symmetry operates on many particle systems let us assume

first that G is represented in a vector space V (’single particle space’) with basis

vectors v1 . . . vn. A 2-particle system is then described using the tensor product

space V ⊗ V carrying the tensor product representation of G. Tensors can be split

two antisymmetric and symmetric tensors. Writing a general element of V ⊗ V as

t =
�

tijvi ⊗ vj we can split

t = a + s, aij =
1
2
(tij − tji), sij =

1
2
(tij + tij),

where s is symmetric and a is antisymmetric in the indices.

Writing a group element g ∈ G as a matrix gij acting on the coordinates in

the vi basis we observe that in the tensor product representation the G action is
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t�ij = giagjbtab (sum over repeated indices) and therefore by linearity

aij = giagjbaab, sij = giagjbsab,

i.e. the antisymmetric and symmetric parts transform separately. We have therefore

two subrepresentations, one in the space of antisymmetric tensors and one in the

space of symmetric tensors.

In general, the antisymmetric and symmetric parts can be further reduced to

irreducible components. There are some exceptions, most notably the case when

G = SU(n) or G = GL(n) acting in V through the defining representation. In

these cases one can prove that the representations A and S are already irreducible.

One can go on and consider 3-, 4-,...n-particle systems. For example, in quantum

mechanics a system of indistinguishable half-integer spin particles (fermions, e.g.

electrons) obeys the Pauli exclusion principle: no two particles should be in the

same state. Mathematically, this means that the system is described by elements

in the completely antisymmetric tensor product space ΛkV. Here k is the number of

particles. The number of particles cannot exceed the number of one-particle levels

n for combinatorial reasons; there are no completely antisymmetric tensors of rank

k > n. For k ≤ n the number of independent antisymmetric tensors is

N(k, n) =
n!

k!(n− k)!

This is the number of ways how one can select k different numbers from the sequence

1, 2, . . . , n. Each such selection defines a basis vector in ΛkV by

(i1, . . . , ik) �→
�

σ

�(σ)vi1 ⊗ · · ·⊗ vik

where the sum is over all permutations of k letters and �(σ) = ±1 depending

whether the permutation is a product of even or odd number of transpositions. It is

clear that any antisymmetric tensor can be written uniquely as a linear combination

of these elementary tensors.

In the case of integral spin particles (bosons) there is no Pauli exclusion princi-

ple; instead, the multiparticle wave function should be completely symmetric with

respect to the interchange of arguments (Bose statistics). That is, the k particle

states should be elements in the completely symmetrized tensor product SkV. A
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complete basis in SkV is obtained by symmetrizing the vectors vi1 ⊗ · · ·⊗ vik with

i1 ≤ i2 ≤ · · · ≤ ik. Now i1 < i2 + 1 < i3 + 2 · · · < ik + k − 1 are different positive

integers in the set 1, 2, . . . , n + k − 1 and therefore the dimension

dim(SkV ) =
(n + k − 1)!
k!(n− 1)!

.

In situations where not all of the particles are indistinguishable one has to deal

with tensors of mixed symmetry type. For example, we could consider third rank

tensors obtained from arbitrary tensors by an application of the mixed symmetry

operator

R = (1− (13))(1 + (12)),

where (ij) means the transposition of the i:th and of the j:th index; thus

(Rt)i1i2i3 = ti1i2i3 + ti2i1i3 − ti3i2i1 − ti2i3i1 .

Note that the order of permutations is important. We denote tensors Rt symboli-

cally by the Young diagram
i1 i2

i3

The completely symmetric tensors are denoted by i1 i2 . . . ik and the completely

antisymmetric ones by
i1

i2
.
.
ik

As another example of tensors of mixed symmetry type consider the Young diagram

i1 i2

i3 i4

The corresponding Young symmetrizer is R = QP where

P = (1 + (12))(1 + (34)) and Q = (1− (13))(1− (24)).

The general principle is the following: To each row in the Young diagram one

associates a symmmetrizer in the corresponding tensor indices. Then one forms the

product of all row symmetrizers; here the order is unimportant because the different
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rows do not mix. To each column one associates an antisymmerizer in the indices

included in the column. Finally one multiplies by the product of antisymmetrizers

from the left. So in the case of the above diagram one has

(Rt)i1i2i3i4 = ti1i2i3i4 − ti3i2i1i4 − ti1i4i3i2 + i3i4i1i2

+ ti2i1i3i4 − ti2i3i1i4 − ti4i1i3i2 + ti4i3i1i2

+ ti1i2i4i3 − ti3i2i4i1 − ti1i4i2i3 + ti3i4i2i1

+ ti2i1i4i3 − ti2i3i4i1 − ti4i1i2i3 + ti4i3i2i1

All the permutation operators R commute with the linear group transformations

g ∈ G. For this reason a tensor of the type Rt is transformed into a similar tensor

Rt�. Thus the space RV k of tensors of type R carries a representation of the group

G. In fact, one can show that in the case of G = SU(n) or GL(n) in the defining

representation this is irreducible. Not so in the case of SO(n). The reason is simple:

For the orthogonal group there are geometric invariants formed by the partial traces

tjji1i2... of the tensors. For example, all the tensors for which this partial trace

vanishes form an invariant subspace (the orthogonal transformations preserve the

real euclidean inner product).

The operators R are idempotents modulo a normalization factor. This means

that R2 = nR · R for some integer nR. Exercise: Prove this in the case of the 3-

box Young diagram above. The idempotent property means that (the normalized)

symmetrization operators R act as projectors in the space of all tensors, projecting

to the various irreducible representations of SU(n) (or GL(n)).

Example G = SU(3), defining representation in V = C3. The Young diagram
i1 i2

i3
gives the adjoint representation. To see this consider the tensor u = R(e1⊗

e1⊗ e2), where ei is the standard basis in C3. The eigenvalues of diagonal matrices

for a tensor product Lie algebra representation add up, so u is an eigenvector of h1

(here hi = eii − 1
3 · 1) with eigenvalue 2

3 + 2
3 −

1
3 = 1 and the eigenvalue for h2 is

− 1
3 −

1
3 + 2

3 = 0 giving the heighest weight (1, 0) of the adjoint representation of

A2. Furthermore, u is annihilated by e12 and e23. For example,

e12(e1 ⊗ e1 ⊗ e2) = e1 ⊗ e1 ⊗ e1

which is mapped to zero by R because of the antisymmetrization Q. Thus e12u = 0.
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Similarly,

e23(e1 ⊗ e1 ⊗ e2) = 0

(since e23e1 = 0 = e23e2) and therefore also e23u = 0. It follows that u is a highest

weight vector. Finally, one checks that R(e1 ⊗ e1 ⊗ e2) �= 0.

Creation and annihilation operator formalism

In the case of completely symmetric wave functions (bosons) there is a sim-

ple formalism to describe the many particle states. To each bases vector vi for

one-particle states one associates a creation operator a∗i with the commutation

relations

[a∗i , a
∗
j ] = 0.

A vacuum (zero particle state) is denoted by |0 > . Multiparticle states are then

obtained as polynomials

|k1, k2, . . . , kn >= (a∗1)
k1 . . . (a∗n)kn |0 >

acting on the vacuum; here the ki’s are arbitrary nonnegative integers. The bosonic

structure of the indistinguishable particles is encoded in the commutation relations:

the order of factors is unimportant and therefore the states |k1 . . . kn > can be

put to correspond vectors in the completely symmetric tensor product SkV, where

k = k1 + · · · + kn,

|k1 . . . kn >�→ S(v1 ⊗ . . . v1 ⊗ v2 ⊗ . . . v2 ⊗ · · ·⊗ vn ⊗ · · ·⊗ vn)

where S is the complete symmetrization opeator (sum over all permutations of k

factors), the number of v1’s is k1, ...., the number of vn’s is kn.

To describe the inner product in the Hilbert space of multiparticle states (called

the bosonic Fock space F) it is convenient to introduce also the annihilation op-

erators ai with the commutation relations

[ai, aj ] = 0, but [ai, a
∗
j ] = δij .

The inner product is now fixed uniquely by the requirement that 1) the annihilation

operator ai is the adjoint of a∗i , 2) the vacuum is annihilated by all annihilation
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operators, ai|0 >= 0, and 3) the normalization < 0|0 >= 1. For example,

< 1, 1|1, 1 > =< 0|(a∗1a∗2)∗(a∗1a∗2)|0 >=< 0|a2a1a
∗
1a
∗
2|0 >

=< 0|a2[a1, a
∗
1]a

∗
2|0 >=< 0|a2a

∗
2|0 >=< 0|[a2, a

∗
2]|0 >=< 0|0 >= 1

We define the operators

eij = a∗i aj .

It is easy to check the commutation relations

[eij , ekl] = δjkeil − δilekj .

We have thus constructed the Lie algebra of the general linear group GL(n, C)

acting in the bosonic Fock space. This representation is reducible. Define the

particle number operator

N =
�

i

a∗i ai.

This commutes with all the operators eij and it follows that the different eigenspaces

of N are invariant under the Lie algebra gl(n). This corresponds to the fact that

the Fock space consists of completely symmetric tensors of arbitrary rank; the

symmetric tensors of fixed rank form an irreducible representation space. Let

|m >= (a∗1)m|0 > . This vector is of rank m and is annihilated by all eij with

i < j. It is also an eigenvector of all elements eii in the Cartan subalgebra. (For

slight technical convenience we have added also the central element e11 + · · ·+ enn

and consider the Lie algebra gl(n) instead of the (semi)simple Lie algebra An−1.)

Thus |m > is a highest weight vector corresponding to the weight λ(eii) = m · δ1i.

As already noted before, the group GL(n) acts irreducibly in the space of com-

pletely symmetric tensors; therefore a complete set of vectors in the subspace

Fm = {ψ ∈ F|Nψ = mψ} is obtained by acting with the operators eij on the

highest weight vector ψm ∈ Fm. We can write

F = F0 ⊕ F1 ⊕ F2 . . .

and each Fm carries an irreducible representation of GL(n).

In order to construct more general representations using the Fock space methods

one has to increase the number of independent bosonic oscillator modes. We can
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prove that all finite-dimensional highest weight representations of GL(n) or SU(n)

can be constructed using a set aij , a∗ij of creation and annihilation operators with

1 ≤ i, j ≤ n, commutation relations

[aij , a
∗
kl] = δikδjl,

all other commutators being zero. The Lie algebra is constructed as

eij =
�

k

a∗ikajk.

For each sequence m = (m1, m2, . . . ,mn) of nonnegative integers we construct the

vector

ψ(m) =
�

k

(det(a∗ij)i,j≤k)mk |0 > .

Using the antisymmetry of a determinant as a function of the row vectors we first

observe that eijψ(m) = 0 for all i < j. The vector ψ(m) is also an eigenvector of each

eii; eii acts like a number operator for the oscillator modes with first index equal to

i. The determinants are homogenenous functions of order 1 in each of the rows and

columns and it follows that the action of eii on ψ(m) is just a multiplication by the

total degree mn + mn−1 + · · ·+ mi. Thus we get for the components λi = λ(eii) of

the highest weight, λi = mi + mi+1 · · · + mn. In particular

λ1 ≥ λ2 ≥ . . . λn ≥ 0

and all the components are integers. Conversely, for each such a sequence λ there

is a unique set of nonnegative integers m with the above relation to λ.

Working carefully out the normalization factors in the space of roots of A� one

observes that the conditions < λ,α >= 2 (λ,α)
(α,α) = 0, 1, 2, . . . for each simple root

α = αi,i+1 of A� are essentially the conditions on the compents λi derived above;

the only difference is that we have added the number operator N to the Cartan

subalgebra, thus discarding the trace zero condition on elements of A�. We shall

prove later in the next section that all the finite-dimensional irreducible represen-

tations of semisimple Lie algberas are classified by the highest weight . This is

the weight of a vector v is the representation space which satisfies xαv = 0 for all

root vectors xα corresponding to positive roots α. The highest weights λ have the

characteristic property that < λ,α > is a nonnegative integer for all simple roots α.
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Therefore, all the finite- dimensional representations of An−1 are generated by the

different highest weight vectors ψ(m) in the bosonic Fock space for n2 independent

oscillators. In the Young diagram notation, the representation λ corresponds to the

diagram with row lengths λ1 ≥ λ2 · · · ≥ λn, read from top to bottom.

The completely antisymmetric representations (only one column in the Young di-

agram) are best constructed using the fermionic oscillators b∗i , bi, i = 1, 2, . . . , n.

The defining relations are described by anticommutators [A, B]+ = AB + BA in-

stead of commutators,

[b∗i , bj ]+ = δij

and all other anticommutators are zero. The Lie algebra of GL(n) is now con-

structed as

eij = b∗i bj .

The commutation relations can be checked using the identity

[AB, CD] = A[B,C]+D − [A, C]+BD + CA[B,D]+ − C[A, D]+B.

The fermionic Fock space consists of all creation operator polynomials acting on

the vacuum |0 > . As in the bosonic case the vacuum is defined by the relations

bi|0 >= 0. The vacuum is again normalized, < 0|0 >= 1 and b∗i is supposed to be

the adjoint of bi. These requirements fix the inner product uniquely.

The bosonic Fock space was infinite-dimenional. In the fermionic case the di-

mension is finite. The reason is that, because of the anticommutation relations, all

the powers (b∗i )k vanish identically for k > 1. The only nonzero vectors in the Fock

space are of the type

b∗i1b
∗
i2 . . . b∗ik

|0 >,

where all the indices iµ are distinct. By the anticommutation relations we can

assume that i1 > i2 · · · > ik (a change in the ordering corresponds just a multi-

plicative factor ±1.) Thus the number of independent vectors of length k is
�

n
k

�
,

which is equal to the number of independent components of a fully antisymmet-

ric tensor of rank k in dimension n. We can again introduce a number operator

N =
�

k b∗kbk. The eigenvalue of N is now the rank of the antisymmetric tensor, or

in other words, the number of boxes in the one-column Young diagram.
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Exercise 4.4.1 Define the operators

ejk = a∗jak

where aiaj − ajai = 0 = a∗i a
∗
j − a∗ja

∗
i and [ai, a∗j ] = δij for i, j = 1, 2, 3. Show

that these span the Lie algebra A2 extended by the operator c = e11 + e22 + e33,

which commutes with the rest of the operators ejk. Study the representations of A2

in the Fock representation of the canonical commutation relations. In particular,

find the representations of the subalgebra A1 ⊂ A2 which are included in a given

representation of A2.

Show that

S31 = e31(e11 − e22) + e32e21, and S32 = e32

are shift operators for the A1 subalgebra, that is, they take any vector ψ satisfying

the conditions e12ψ = 0, (e11−e22)ψ = λψ to a vector satisfying the same conditions

but with a different eiegenvalue of h = e11 − e22. Are there other simple shift

operators (at most of degree 2 in the generators)? How can one use the shift

operators to construct a basis in a representation space?

Exercise 4.4.2 Prove in the case of third rank tensors that any tensor is a sum of

components corresponding to the different symmetry types defined by the complete

symmetrization and antisymmetrization operators and the Young diagrams

i1

i3

i2 and i1

i2

i3

Next let the dimension of the underlying vector space V be equal to 3. The rota-

tion group SO(3) acts naturally on tensors in a 3 dimensional space. Determine the

values λ of the angular momentum (the highest eigenvalue of h) and their multiplic-

ities occuring in each of the representations corresponding the different symmetry

types of the third rank tensors.

Exercise 4.4.3 Analyse the adjoint representation of A2 in terms of bosonic

creation and annihilaton operators ai, a∗i (i = 1, 2, 3). It is not possible to con-

struct the adjoint representation with a single set of bosonic operators, but it is

possible if you add a new set bi, b∗i which commutes with the operators ai, a∗i . Find

the polynomials in the creation operators which span the 8-dimensional adjoint

representation and check that the weights indeed come out correctly, as expected

in the adjoint representation.
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4.5 Standard cyclic modules

Recall that a cyclic vector in a g module V is a vector v with the property

U(g)v = V. The module V is cyclic if it has at least one cyclic vector. Note that a

cyclic module does not need to be irreducible.

Let g be a semisimple Lie algebra and h ⊂ g a Cartan subalgebra. We fix a

set ∆ of simple roots so that the set of roots splits to positive and negative roots,

Φ = Φ+∪Φ− with Φ− = −Φ+ and any positive root is a unique linear combination

of simple roots with nonnegative integral coefficients.

Since the roots span the dual h∗ we can write any vector λ uniquely as

λ =
�

α∈∆

kα · α,

where kα ∈ F. In particular, if all the coefficients are nonnegative integers we set

λ ≥ 0. This defines a partial ordering in the dual, λ ≥ µ if λ− µ ≥ 0.

We say that a vector v ∈ V is a maximal vector if gα · v = 0 for all α ∈ Φ+.

Since the simple root subspaces gα generate all the root subspaces corresponding

to positive roots (Theorem 2.3.11 and Corollary 3.3.5), this condition is equivalent

to saying that gα · v = 0 for all simple roots.

Racall that a vector v has weight λ ∈ h∗ if hv = λ(h)v for all h ∈ h. We call V

a a standard cyclic module of highest weight λ if there is a cyclic maximal vector

v+ ∈ V of weight λ. Thus

V = U(g)v+, hv = λ(h)v ∀h ∈ h gαv = 0 ∀α ∈ Φ+.

Note that any irreducible finite-dimensional g module is standard cyclic: The

subspace V + = {v ∈ V |gαv = 0∀α ∈ Φ+} is finite-dimensional and in cannot be

equal to zero; otherwise V would be infinite-dimensional. In adddition hV + ⊂ V +

since for x ∈ gα and v ∈ V +

xhv = hxv + [x, h]v = [x, h]v = −α(h)xv = 0

for postive roots α. Since h is commutative and V + is finite-dimensional there must

be a common eigenvector v+ for all h ∈ h. Finally, v+ is cyclic since V is irreducible.
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Theorem 4.5.1. Let V be a (nonzero) standard cyclic g module with highest weight

λ. Let Φ− = {β1, . . . ,βn} and a maximal vector v+ ∈ V. Choose 0 �= yi ∈ gβi . Then

(1) V is spanned by the vectors yk1
1 . . . ykn

n v+
with ki = 0, 1, 2, . . . . In particular,

V is a direct sum of the weight subspaces Vµ = {v ∈ V |hv = µ(h)v∀h ∈ h}

(2) All weights of V are of the form µ = λ −
�

α∈∆ kα · α with nonnegative

coefficients kα, that is, all weights satisfy µ ≤ λ

(3) dim Vµ < ∞ for all weights µ and dim Vλ = 1

(4) V is indecomposable and it has a unique maximal submodule W with the

property v+ /∈ W

(5) If φ : V → V �
is a surjective g module homomorphism then also V �

is a

standard cyclic module of weight λ.

Proof. (1-3) Choose a basis x1, . . . , xn in the root subspaces corresponding to pos-

itive roots and a basis h1, . . . , h� in the Cartan subalgebra. By the PBW the-

orem all elements in U(g) are linear combinations of ordered monomials P =

yk1
1 . . . ykn

n hj1
1 . . . hj�

� xi1
1 . . . xin

n . But the vectors Pv+ span the space V by the defi-

nition of a standard cyclic module. Now xiv+ = 0 for all i and v+ is an eigenvector

of any hi. It follows that we may restrict to polynomials which do not contain any

xi, hj factors. This proves the first statement in (1). All vectors yk1
1 . . . ykn

n v+ are

eigenvectors of hj , with eigenvalue (λ+k1β1+. . . knβn)(hj). Since the coefficients ki

are nonnegative and the roots βi are negative we have proven the second statement

in (1) and the claim (2). We obtain also (3) since there are only a finite number of

sequences of nonnegative integers ki such that µ = λ +
�

ki · βi. Clearly λ = µ if

and only if all ki = 0.

(4) To prove this we first observe that any submodule W is a sum of its weight

spaces: Let w ∈ W and write (by (1)) w = w1 +w2 + . . . wn where wi ∈ Vµi are the

components in different weight spaces. Choose n in a minimal way such that not

all wi belong to W, so in this case no wi belongs to W. Take any h ∈ h such that

µ1(h) �= µ2(h). Then

(h− µ1(h))w = (µ2(h)− µ1(h))w2 + . . . (µn(h)− µ1(h))wn �= 0.

But since (h− a)w ∈ W for any a ∈ F and hw ∈ W we reduce that w2 ∈ W, by the

minimality of n; but this is a contradiction.
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Now let us assume in the contrary that V = V1 ⊕ V2 where Vi ⊂ V are nonzero

submodules. Write v+ = v1 + v2 where vi ∈ Vi. Since xiv+ = 0 for all i we must

have xiv1 = xiv2 = 0 since V1 ∩ V2 = 0. In addition, both v1 and v2 must be

eigenvectors of all h ∈ h. By (3) the vectors vi must be linearly dependent, which

is absurd by V = V1 ⊕ V2.

Let then W ⊂ V such that W �= V. Then v+ /∈ W since V = U(g)v+. Further-

more, by the observation above, no vector in W has a nonzero projection on Vλ

(since otherwise the projection would be in the submodule and then W = V, con-

tradiction). It follows that the sum of all submodules not containing the vector v+

is again a submodule not containing v+ and thus a proper (maximal) submodule.

(5) Let φ : V → V � be a surjective homomorphism. Now U(g)φ(v+) = φ(U(g)v+) =

φ(V ) = V �. In addition,

xiφ(v+) = φ(xiv
+) = 0 hφ(v+) = φ(hv+) = φ(λ(h)v+) = λ(h)φ(v+)

and so φ(v+) ∈ V � is a maximal cyclic vector of weight λ.

Theorem 4.5.2. Any two irreducible standard cyclic modules with the same highest

weight are isomorphic.

Proof. Let V,W be standard cyclic modules of highest weight λ. Consider the g

module X = V ⊕ W. Let v+ ∈ V and w+ ∈ W be maximal vectors and denote

x+ = v+ ⊕ w+ ∈ X. Then x+ is a maximal vector with weight λ. Denote Y =

U(g)x+ ⊂ X. Then Y is a standard cyclic module of weight λ. Let p : Y → V and

p� : Y → W be the projections. Now V = U(g)v+ = p(U(g)(v+ ⊕ w+)) = p(Y ) so

p : Y → V is surjective. In the same way p� : Y → W is surjective. The kernel of

p� is the submodule V ∩ Y. Since V was assumed to be irreducible this submodule

must be either 0 or V. The latter is impossible since then v+ ∈ Y would be another

maximal vector in Y of weight λ. But according to Theorem 4.5.1 (3) the vectors

v+ ⊕ 0 and x+ = v+ ⊕ w+ would be linearly dependent, that is, w+ = 0. Thus

V ∩Y = 0 and p� is is injective. We have shown that p� : Y → W is an isomorphism.

In the same way one proves that p : Y → V is an isomorphism and therefore we

have the isomorphism p� ◦ p−1 : V → W.

By Theorem 4.5.1 all the other weights in a standard cyclic module of highest

weight λ are strictly smaller than λ. This motivates our terminology of highest

weights.
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The following theorem, together with 4.5.1, tells us that we may identify the set

of equivalence classes of irreducible standard cyclic modules as the dual space h∗.

Theorem 4.5.3. For each λ ∈ h∗ there is an irreducible nonzero standard cyclic

module V of highest weight λ.

Proof. Choose the basis {yi, hi, xi} in g as in the proof of 4.5.1. Let Iλ ⊂ U(g) be

the left-ideal generated by the vectors xi and the vectors hi − λ(hi) · 1. Define the

g module (Verma module )

Z(λ) = U(g)/Iλ.

This module does not need to be irreducible. Let v+ = 1 + Iλ ∈ Z(λ). Clearly

xiv+ = 0 for all i and hv+ = λ(hi)v+. In addition, Z(λ) = U(g)v+. Thus Z(λ) is

a standard cyclic module of highest weight λ.

The module Z(λ) �= 0 by the PBW theorem (compare with 4.5.1 (1)). Let

W ⊂ Z(λ) be the unique maximal submodule of Z(λ) given by 4.5.1 (4). Set

V = Z(λ)/W. This is again a standard cyclic g module of highest weight λ. The

highest weight vector is v+ + W �= 0. This module is irreducible. Otherwise, there

would be a nonzero proper submodule X = W �/W where W � ⊂ Z(λ) is a strictly

larger submodule than W. But this is in contradiction with the maximality of W.

Exercise 4.5.4 Let g be semisimple and V an irreducible g module. a) Assume

that there is at least one nonzero weight space Vλ ⊂ V. Prove that V is a direct sum

of weight spaces. b) Show that V has a nonzero weight space if and only if U(h)v

is finite-dimensional for every vector v ∈ V. Here h ⊂ g is a Cartan subalgebra.

Exercise 4.5.5 Let g = sl(2, C) and x, y, h the standard basis of g. a) Show

that the element 1−x ∈ U(g) is not invertible; hence it lies in a maximal proper left

ideal I ⊂ U(g). b) Now V = U(g)/I is a nonzero irreducible g module. Show that

all the vectors 1, h, h, . . . represent linearly independent elements in V. Conclude

that there are no nonzero weight spaces in V. (Exercise 4.5.4!) Hint: Use the fact

that (x− 1)rhs ≡ 0 mod I if r > s and (x− 1)rhs ≡ (−2)rr! · 1 mod I if r = s.

Exercise 4.5.6 Calculate weights and find the maximal vectors for the defining

representation of the simple Lie algebras A� −D�.

Exercise 4.5.7 Let Z(λ) be the standard cyclic module constructed in Theorem

4.5.3. Assume that there is a maximal vector w+ ∈ Z(λ) of weight µ. Construct

an injective module homomorphism φ : Z(µ) → Z(λ).



LIE ALGEBRAS AND QUANTUM GROUPS 75

4.6 Finite-dimensional modules

Let ∆ = {α1, . . . ,α�} ⊂ Φ be a set of simple roots. We set hi = 2hαi/(αi, αi).

With this normalization αi(hi) = 2 for each i. For any λ ∈ h∗ we denote λi =

λ(hi) =< λ,αi > .

Theorem 4.6.1. Let V be a finite-dimensional g module with highest weight λ.

Then λi ∈ Z+ for i = 1, 2, . . . , �.

Proof. Let 0 �= xi ∈ gαi and 0 �= yi ∈ g−αi . Then for each index i the vectors

xi, hi, yi span a Lie algebra isomorphic to sl(2, F). Let v be a highest weight vector.

Now U(sl(2, F))v is a cyclic sl(2, F) module, and by Weyl’s theorem, it must be ir-

reducible. But then by Theorem 4.2.2 the eigenvalue λi of hi must be a nonnegative

integer.

We denote by Λ the set of integral weights, that is, the set of all λ ∈ h∗ with

λi ∈ Z. The subset Λ+ of dominant integral weights consists of λ ∈ Λ with λi ≥ 0

for all i.

Lemma 4.6.2. Let xi, hi, yi ∈ g as above, with the normalization [xi, yi] = hi.

Then the following relations hold in U(g) :

(1) [xj , y
k+1
i ] = 0 for i �= j

(2) [hj , y
k+1
i ] = −(k + 1)αi(hj)yk+1

i

(3) [xi, y
k+1
i ] = (k + 1)yk

i · (hi − k · 1)

for k = 0, 1, 2 . . . and i, j = 1, . . . , �.

Proof. (1) This follows directly from [xi, yj ] = 0 since αi − αj is not a root.

(2) The case k = 0 is clear by [h, yi] = −αi(h)yi for any h ∈ h. Induction in k :

[hj , y
k+1
i ] = hjy

k+1
i − yk+1

i hj = (hjy
k
i − yk

i hj)yi + yk
i (hjyi − yihj)

= −kαi(hj)yk
i · yi + yk

i (−αi)(hj)yi = −(k + 1)αi(hj)yk+1
i .

(3) The case k = 0 follows from the choice of normalization. Induction in k :

[xi, y
k+1
i ] = [xi, yi]yk

i + yi[xi, y
k
i ] = hiy

k
i + yikyk−1

i (hi − (k − 1))

= yk
i hi + kαi(hi)yk

i + yk
i (khi − k(k − 1))

= (k + 1)yk
i (hi − k).



76 JOUKO MICKELSSON

Lemma 4.6.3. Let α1, . . . ,α� be any basis in in a real inner product space such

that (αi, αj) ≤ 0 for all i �= j. Then (α∗i , α∗j ) ≥ 0 for all i, j. Here the star refers to

the dual basis, (α∗i , αj) = δij .

Proof. The general case reduces to a two-dimensional problem by taking a projec-

tion to a subspace spanned by αi, αj for any fixed index pair. In two dimensions,

denoting the angle between αi and αj by θ with π/2 ≤ θ ≤ π, the angle between

α2, α∗2 is θ − π/2, the angle between α2, α∗1 is π/2, the angle between α∗1, α
∗
2 is

π − θ ≤ π/2. Draw a picture to convince yourself!

Lemma 4.6.4. Let λ ∈ Λ+. Then the set Sλ = {µ ∈ Λ+|µ < λ} is finite.

Proof. Again, denoting by starred vectors the elements in the dual basis, we have

λ =
�

ri · αi =
� (αi, αi)

2
λiα

∗
i

with λi ∈ Z+ and

ri = (α∗i , λ) =
�

j

(αi, αi)
2

λj(α∗i , α
∗
j ) ≥ 0.

If now µ ∈ Sλ then µ =
�

siαi with si ≥ 0 and ri − si ∈ Z+. For fixed set {ri}

there is only a finite number of solutions of these inequalities.

Theorem 4.6.5. Let λ ∈ Λ+. Then the irreducible standard module V (λ) with

highest weight λ is finite-dimensional.

Proof. (1) Let 0 �= v+ ∈ V (λ) be a maximal vector with weight λ. Using the same

notation as in Lemma 4.6.2 we set

w = yλi+1
i v+ with λi = λ(hi).

If j �= i then xjw = 0 by 4.6.2 (1). In addition,

xiy
λi+1
i v+ = yλi+1

i xiv
+ + (λi + 1)yλi

i (hi − λi)v+ = 0.

If w �= 0 then w is a maximal vector with weight µ = λ − (λi + 1)αi �= λ. In an

irreducible module the maximal weight is unique, so w = 0.

(2) By (1) the subspace spanned by the vectors yk
i v+ with k = 0, 1, . . . ,λi is a

submodule for the subalgebra gi = sl(2, F) spanned by xi, hi, yi.
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(3) Let V � ⊂ V (λ) be the sum of all finite-dimensional gi submodules. By (2)

we have V � �= 0. Let W ⊂ V � be any finite-dimensional gi submodule. It is easy

to see that the subspace spanned by all the vectors gαW, with α ∈ Φ, is a finite-

dimensional gi submodule. It follows that g maps V � onto itself. But V (λ) is

irreducible and therefore V � = V (λ).

(4) The action of both xi and yi is clearly nilpotent in each finite-dimensional

gi submodule. As we saw in (3), any vector v ∈ V (λ) belongs to some finite-

dimensional gi submodule and thus xn
i v = yn

i v = 0 when n ≥ ni(v). It follows that

the element si = exp(xi) · exp(−yi) · exp(xi) defined by power series expansion is

well-defined in V (λ).

(5) Let µ be a weight of V (λ). Since V (λ) is a sum of finite-dimensional gi sub-

modules and all the weight subspaces Vµ ⊂ V (λ) are finite-dimensional (Theorem

4.5.1), we have Vµ ⊂ W where W is a finite-dimensional gi submodule. Thus si is

well-defined in Vµ. Now

sihis
−1
i = exie−yiexihie

−xieyie−xi

= eadxi e−adyi eadxi hi = −hi.

The last equation follows by a direct computation from the power series expan-

sion and the basic commutation relations between xi, hi, yi.

(6) From (5) (and from a similar calculation for sihjs
−1
i ) follows that siVµ =

Vσiµ, where σi = σαi is the basic reflection σiµ = µ− < µ,αi > αi.

(7) Let T (λ) be the set of all weights in V (λ). The Weyl group W is generated

by the basic reflections σi and so by (6) the group W permutes the weights T (λ).

It follows that dim Vµ = dim Vσ(µ) for all σ ∈ W. By the Lemma 4.6.4 the set Sλ is

finite. On the other hand, by the Theorem 4.6.7 below, T (λ) ⊂ WSλ and it follows

that T (λ) is finite. But V (λ) is a sum of finite-dimensional weight subspaces and

we are done.

Corollary 4.6.6. dim Vµ = dim Vσ(µ) for all weights µ and for all σ ∈ W.

Theorem 4.6.7. Let λ ∈ Λ. Then there exists a unique µ ∈ Λ+
such that σ(µ) = λ

for some σ ∈ W.

Proof. Let T (∆) be the Weyl chamber corresponding to the basis ∆. Then

Λ+ = Λ ∩ T (∆).
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By Theorem 3.4.5 there exists σ ∈ W such that σ(µ) ∈ T (∆). The action of σ

preserves the integrality property and thus σ(µ) ∈ Λ+.

Remark One can also prove that for any λ ∈ Λ+ and σ ∈ W we have σ(λ) ≤ λ.

If in addition λi > 0 for all i then σ(λ) = λ only when σ = 1.

Exercise 4.6.8 The fundamental dominant weights λ1, . . . ,λ� are defined by the

property < λi, αj >= δij , where α1, . . . ,α� are simple roots. Find all the weights

in an irreducible A2 module with highest weight λ = 3λ1.

Exercise 4.6.9 Denote by 3 the defining three-dimensional representation of

A2 and by 3∗ the representation in the dual space. By analysing the weights of the

tensor product representation show that 3 ⊗ 3∗ is equivalent to the direct sum of

the trivial one-dimensional representation 1 and the adjoint representation 8.

Exercise 4.6.10 Let g = A� and let h be the standard Cartan subalgebra

consisting of diagonal matrices. Define coordinates µi : h → C by setting µi(h) =

the i : th diagonal element in h. Then µ1 + · · ·+ µ�+1 = 0. The simple roots can be

written as αi = µi − µi+1 with i = 1, 2, . . . , �. Show that the Weyl group acts on

h∗ by permuting the coordinates µi. Show that the fundamental dominant weights

are λi = µ1 + . . . µi, with i = 1, 2, . . . , �.

Exercise 4.6.11 Let λk be the fundamental weight of A� discussed in 4.6.10.

Show that the irreducible finite-dimensional module corresponding to this weight

can be realized in the space of totally antisymmetric tensors of rank k constructed

from V = C�+1.
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CHAPTER 5 AFFINE KAC-MOODY ALGEBRAS

5.1. Affine Kac-Moody algebras from generalized Cartan matrices

In the earlier chapters we explained how simple finite-dimensional Lie algebras

can be completely characterized in terms of their Cartan matrices or Dynkin dia-

grams. The same holds for an arbitrary semisimple finite-dimensional Lie algebra.

A semisimple Lie algebra is a direct sum of simple ideals which are pairwise or-

thogonal with respect to the Killing form. It follows that the Cartan matrix of a

semisimple Lie algebra decomposes to a block diagonal form, each block represent-

ing a simple ideal. Similarly, the Dynkin diagram is a disconnected union of Dynkin

diagrams of simple Lie algebras. Next we shall study certain infinite-dimensional

Lie algebras which have many similarities with the simple finite-dimensional Lie

algebras. In particular, they can be described in terms of generalized Cartan ma-

trices. These algebras were independently introduced in V. Kac and R. Moody in

1968.

A generalized Cartan matrix is a real n× n matrix A = (aij) such that

(C1) aii = 2 for i = 1, 2, . . . , n

(C2) aij is a nonpositive integer for i �= j

(C3) aij = 0 iff aji = 0.

To each generalized Cartan matrix one can associate a Lie algebra using the

method of generators and relations as explained in V. Kac: Infinite Dimensional

Lie Algebras, Cambridge University Press (1985). However, we shall not take that

road since we shall describe in the next section a simple method for constructing

those algebras which we shall deal with in this book; however, see the exercise

5.2.7. The set of indecomposable matrices A, i.e., those which cannot be written in

a block diagonal form by reordering the indices {1,2, . . . ,n}, can be divided into

three disjoint subsets:

(1) There is a vector v ∈ Nn
+ such that also Av ∈ Nn

+. In this case the Lie

algebra g(A) corresponding to A is a simple finite-dimensional Lie algebra.

(2) There is v ∈ Nn
+ such that Av = 0. The algebra g(A) is an affine Lie algebra

and dimg(A) = ∞.
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(3) There is v ∈ Nn
+ such that (Av)i < 0∀i.

In this chapter we shall concentrate to the theory of affine Kac-Moody alge-

bras, which is much better understood than the Kac-Moody algebras of class (3).

However, the class (3) contains the subclass of the so-called hyperbolic Lie algebras

which seem to have interesting mathematical structures; see the discussion in Fein-

gold and Frenkel, Math. Ann. 263, p. 87 (1983), where the hyperbolic algebra

corresponding to the Cartan matrix

A =




2 −2 0
−2 2 −1
0 −1 2





has been studied in detail. We shall now give a list of the Dynkin diagrams of the

affine Lie algebras. For the proofs see Kac [1985]. The diagrams with the upper

index 1 correspond to the untwisted affine Lie algebras and the rest describe the

twisted affine Lie algebras . The reason for this division will become apparent in

the next section. Note that each of the Dynkin diagrams is obtained by adjoining

the node labeled by 0 to a Dynkin diagram of a simple finite-dimensional algebra.



LIE ALGEBRAS AND QUANTUM GROUPS 81

5.2. Affine Lie algebras as central extensions of loop algebras: the

untwisted case

Let g be an arbitrary finite-dimensional complex Lie algebra and denote by

S1g the space of smooth maps (loops) f : S1 → g, where S1 is the unit circle.

Consider S1g as a vector space by pointwise addition of the loops and the natural

multiplication of functions by complex numbers. Furthermore, S1g is naturally an

infinite-dimensional Lie algebra through the commutator [·, ·](0),

[f, g](0) = [f(z), g(z)], z ∈ S1.

A smooth function on S1 is always square-integrable and a basis for square-

integrable functions is given by the Fourier modes. Let

{T1, T2, . . . , Tr} be a basis of g and denote

Tn
a = einφTa,

where 0 ≤ φ ≤ 2π parametrizes the circle and n ∈ Z. Define the structure constants

of g by

[Ta, Tb] =
r�

c=1

λc
abTc.

Then

[Tn
a , Tm

b ](0) =
�

c

λc
abT

n+m
c .

Let (·, ·) : g × g → C be any invariant bilinear symmetric form, that means

([x, y], z) = (y, [z, x])∀x, y, z ∈ g.

Let ĝ denote the vector space S1g ⊕ C. We define in ĝ the following commutator:

(A) [(f, α), (g, β)] =
�

[f, g](o),
k

2πi

� 2π

0
(f(φ), g�(φ))dφ

�
.

Here 0 �= k ∈ C is an arbitrary constant. For brevity, we shall denote the pair (f, 0)

by f . For the Fourier modes the equation (A) gives

(B) [Tn
a , Tm

b ] =
�

λc
abT

n+m
c + kmδn,−m(Ta, Tb).

Next let g be a simple Lie algebra. We shall show that the commutation relations

(B) define an untwisted affine Lie algebra. Choose a Cartan subalgebra h ⊂ g. We
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shall identify g with a subalgebra of ĝ by x �→ (the constant function x : S1 → g

taking the value x). We can write

ĝ = C⊕
�

n∈Z

g(n),

where g(n) is spanned by the vectors Tn
a , 1 ≤ a ≤ r, and C stands for the center of

ĝ spanned by the vector k = (0, k). In particular, g(0) = g. Let Φ be the system

of roots for (g,h) and ∆ ⊂ Φ+ a system of simple roots. Choose 0 �= xα ∈ gα, 0 �=

yα ∈ g−α ∀α ∈ Φ+. From (B) we get

[h, xn
α] = α(h)xn

α,

[h, yn
α] = −α(h)yn

α,

[k, xn
α] = [k, yn

α] = 0,

where we have also used Lemma 2.3.1 (1). We notice that if we define h ⊕ Ck to

be the Cartan subalgebra of ĝ, then each of the roots α has an infinite multiplicity.

For this reason we extend the algebra ĝ by an element d (and to add confusion

we shall denote the new algebra also by ĝ) which has the following commutation

relations:

(C) [d, Tn
a ] = nTn

a [d, k] = 0.

A concrete realization for the new element is d = −i d
dφ . We then define the Cartan

subalgebra of ĝ as

ĥ = h⊕ Ck ⊕ Cd.

Correspondingly, we write a root of (ĝ, ĥ) in the component form

(α, 0, n); this root corresponds to the root vector xn
α. Thus the set of nonzero roots

for (ĝ, ĥ) is

�Φ = {(±α, 0, n) | α ∈ Φ+, n ∈ Z} ∪ {(0, 0, n) | 0 �= n ∈ Z}.

The root subspace of the root (0, 0, n), (n �= 0) is spanned by the vectors hn
i ,

where {h1, . . . , hl} is an orthonormal basis of h. Each of the roots (±α, 0, n) has

multiplicity =1 and each of the nonzero roots (0, 0, n) has multiplicity =l. We

define a system of simple roots

�∆ = {(α, 0, 0) | α ∈ ∆} ∪ {(−ψ, 0, 1)},
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where ψ is the highest root of (g,h), that is, ψ is the highest weight of the adjoint

representation adx(y) = [x, y] of g. The set of positive roots is then

�Φ+ = {(α, 0, n) | α ∈ Φ, n > 0} ∪ {(α, 0, 0) | α ∈ Φ+}

and �Φ− = −�Φ+ as in the case of finite-dimensional semisimple Lie algebras.

Example 5.2.1. Let g = Al. We use the standard Cartan subalgebra of

diagonal matrices and denote the root corresponding to the Lie algebra element

eij by αij . . The highest weight vector in the adjoint representation is e1,l+1 since

[xαij , e1,l+1] = [eij , e1,l+1] = 0 for i < j. The highest root is thus α1,l+1 = α12 +

α23 + · · · + αl,l+1 = α1 + α2 + · · · + αl.

Exercise 5.2.2. Let �n = −ieinφ d
dφ with n ∈ Z. Compute all the commutators

[�n, �m] and [�n, T a
m] and show that they define a Lie algebra. Define then the new

commutators

[�n, �m]c = [�n, �m]− c(n3 − n)δn,−m,

where c is a new operator which (by definition) commutes with everything. Show

that also the new commutation relations define a Lie algebra; this is called the

Virasoro algebra.

Exercise 5.2.3 Consider the algebra of fermionic creation and annihilation op-

erators generated by the elements a∗i , ai (see Section 4.4) and with the defining

relations aiaj + ajai = 0 = a∗i a
∗
j + a∗ja

∗
i and a∗i aj + aja∗i = δij . We let i, j be

arbitrary integers. Define the operators êij =: a∗i aj : where the dots mean normal

ordering, : a∗i aj := −aja∗i if i = j < 0 and otherwise the order is unaffected by

the normal ordering. Compute the commutators [êij , êkl]. Let x̂ =
�

ij xij êij where

x = (xij) is an infinite matrix with a finite number of nonzero matrix elements.Show

that

[x̂, ŷ] = �[x, y] +
1
2
trx[�, y],

where � is the diagonal matrix with �ii = 1 for i ≥ 0 and �ii = −1 for i < 0.

There is an invariant symmetric bilinear form on ĝ given by

(f, g) =
1
2π

� 2π

0
(f(φ), g(φ))dφ(B1)

(k, f) = (d, f) = 0 f ∈ S1g(B2)

(k, k) = (d, d) = 0(B3)

(k, d) = 1(B4)



84 JOUKO MICKELSSON

where the form under the integral sign is the Killing form of g.

Proposition 5.2.3. Up to a multiplicative constant any invariant symmetric bilin-

ear form on ĝ is obtained from the form above by replacing (d, d) = 0 by (d, d) = s,

where s ∈ C is an arbitrary constant.

Proof. If (·, ·) is invariant we have

([d, Tn
a ], Tm

b ) = n(Tn
a , Tm

b )

= (Tn
a , [Tm

b , d]) = −m(Tn
a , Tm

b )

and so (Tn
a , Tm

b ) = 0 if n �= −m. For a fixed n, write ηab = (Tn
a , T−n

b ). Using

the invariance of the Killing form of g we get λc
ab = −λb

ac in the orthonormal basis

{Ta}; (Ta, Tb) = −δab. Comparing with

([Tc, T
n
a ], T−n

b ) =
�

e

λe
ca(Tn

e , T−n
b ) =

�
λe

caηeb

= (Tn
a , [T−n

b , Tc]) = −
�

λe
cb(T

n
a , T−n

e )

= −
�

λe
cbηae

we conclude that the matrix η commutes with each of the matrices λa = (λa,bc),

λa,bc = −λa,cb = λe
acgeb, and gab = (Ta, Tb). [The antisymmetry of λa follows from

the invariance of the form (·, ·) on g.] The adjoint representation is irreducible

for any simple Lie algebra and thus by Schur’s lemma the matrix η has to be

proportional to the identity,

(Tn
a , T−n

b ) = ξ(n)δab.

From

([T 1
a , Tn

b ], T−n−1
c ) = (Tn

b , [T−n−1
c , T 1

a ])

we conclude that ξ(n) = ξ(n + 1)∀n. On the other hand,

1
2π

�
(Tn

a , Tm
b )dφ = δabδn,−m,

so after a renormalization the inner product takes the form (B1). We leave as an

exercise for the reader to complete the proof by showing that with this normalization

(B2),(B4) and (k, k) = 0 holds.
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Exercise 5.2.4 Complete the proof of Prop. 5.2.3

Let {h1, h2, . . . , hl} be an orthonormal basis of h. Then

{h1, . . . , hl, k, d}

is a basis of ĥ and the restriction of the invariant form (B) to ĥ is described by the

matrix 



1 0 . . . 0 0
0 1 . . . 0 0
...

...
. . .

...
...

0 0 . . . 0 1
0 0 . . . 1 0




.

It is nondegenerate but Lorentzian in signature: In the basis
�

h1, . . . , hl,
1√
2
(k + d),

1√
2
(k − d)

�

it takes the form diag(+1, . . . ,+1,−1). If µ, µ� ∈ ĥ∗ are arbitrary linear forms,

then the dual of the inner product (B) on ĥ∗ × ĥ∗ is

(µ, µ�) =
l�

i=1

µ(hi)µ�(hi) + µ(d)µ�(k) + µ(k)µ�(d).

We can now compute the scalar products between the simple roots �∆. We shall

work only through the case g = Al; the other cases are handled in the same way.

(All we need to know is the highest root ψ as a linear combination of the simple

roots and the Dynkin diagram or the Cartan matrix of g.)

Example 5.2.5. g = Al. Now ψ = α1 + α2 + · · · + αl, where the αi’s are the

simple roots. If 2 ≤ i ≤ l − 1, then

(ψ,αi) = (αi−1 + αi + αi+1, αi) = −1 + 2 + (−1) = 0.

The only nonzero products involving ψ are (ψ,α1) = (α1+α2, α1) = 1 and (ψ,αl) =

(αl−1 + αl, αl) = 1. Denoting the simple root (−ψ, 0, 1) of ĝ by α0 we obtain

the Dynkin diagram of ĝ from that of g by adjoining the node labeled by 0 and

connecting the new node to the nodes 1 and l.

Exercise 5.2.6. Show that the Dynkin diagram of ĝ is equal to the diagram

G(1)
2 in the list Aff1 when g = G2.

Exercise 5.2.7 Let ei with i = 1, 2, . . . , � be the root vectors in a simple Lie

algebra g corresponding to simple roots α1, . . . ,α� and let fi be the root vectors
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corresponding to the negative roots −αi, normalized such that (ei, fi) = 2
(αi,αi)

.

Let {hi} be a basis in the Cartan subalgebra with [ei, fi] = hi. Now consider the

central extension ĝ (with central element k) of the loop algebra S1g. Set e0 = eiφyβ ,

where β is the highest root and yβ is the corresponding root vector belonging to

−β such that (xβ , yβ) = 2
(β,β) . Set f0 = e−iφxβ and h0 = [yβ , xβ ]− k(yβ , xβ). Show

that the Serre relations hold in the algebra ĝ :

[ei, fj ] = hiδij(S1)

[hi, ej ] = ajiej(S2)

[hi, fj ] = −ajifj(S3)

(adej )
1−akj ek = 0 for k �= j(S4)

(adfj )
1−akj fk = 0. for k �= j(S5)

Here (aij), with i, j = 0, 1, . . . , �, is the Cartan matrix of the Lie algebra ĝ and

(aij) with i, j = 1, . . . , � the Cartan matrix of g.

Exercise 5.2.8 Using the notation of Exercise 5.2.3, define the operators Ln =
�

j j : a∗n+jaj : . Compute the commutators [Ln, Lm] and compare with the algebra

in 5.2.2.

5.3. Affine Lie algebras as central extensions of loop algebras: the

twisted case

Let again g be a simple complex finite-dimensional Lie algebra and let σ : g → g

be an automorphism such that σN = 1 for some integer N > 0; let N be the

smallest positive integer for which this holds. Set � = e2πi/N . Let S1
σg consist of

the loops f : S1 → g such that

f(�−1z) = σf(z).

Clearly S1
σg ⊂ S1g is a linear subspace and

[f, g](�−1z) = [f(�−1z), g(�−1z)] = [σf(z), σg(z)]

= σ[f(z), g(z)] = σ[f, g](z),

so S1
σg is closed under commutation. We define

ĝ(σ) = S1
σg ⊕ Ck ⊕ Cd
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as a vector space and we define the commutator by (A) and (C) as before. When

σ = 1 we have ĝ(σ) = ĝ.

Example 5.3.1. Let g = A2. Define σ : g → g by

σ(e12) = e23, σ(e23) = e12, σ(e31) = −e31.

From the commutation relations follows then that σ(e13) = −e13, σ(e32)

= e21, σ(e21) = e32, σ(e11 − e22) = e22 − e33, and σ(e22 − e33) = e11 − e22. Now

σ2 = 1 and � = −1. A basis for the polynomial loops in S1
σg is defined by

(e11 − e33)z2n, (e12 + e23)z2n, (e21 + e32)z2n, e13z
2n+1

e31z
2n+1, (e12 − e23)z2n+1, (e21 − e32)z2n+1, (e11 + e33 − 2e22)z2n+1,

where n ∈ Z. The coefficients of z2n span the eigenspace g(1) ⊂ g corresponding

to the eigenvalue +1 of σ and the coefficients of z2n+1 correspond to the eigenvalue

−1. A Cartan subalgebra of ĝ(σ) is spanned by the vectors k, d, and h = e11− e33.

In the ordered basis {h, k, d} the nonzero roots are

{(0, 0, n) | 0 �= n ∈ Z} ∪ {(±1, 0, n) | n ∈ Z} ∪ {±2, 0, 2n + 1) | n ∈ Z}.

A system of simple roots is then

�∆(σ) = {(1, 0, 0), (−2, 0, 1)} = {α0, α1}

and the positive roots are {(1, 0, n − 1), (−2, 0, 2n − 1), (0, 0, n) | n > 0}. Now

�α0, α1� = −1 and �α1, α0� = −4 so that the Dynkin diagram is A(2)
2 in the list

Aff2.

In general, given an automorphism σ : g → g with σN = 1 (N minimal) one can

write g as direct sum of eigenspaces

g =
N−1
⊕

j=0
g(�j).

Since [g(�j),g(�i)] ⊂ g(�i+j), only the subspace g(1) is a subalgebra. In the above

example, g(1) ∼= A1. One has a grading for S1
σg,

S1
σg =

N−1
⊕

j=0
(g(�j)⊗ Vj(z)),
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where Vj(z) consists of linear combinations of the monomials znN−j , n ∈ Z. The

Cartan subalgebra of ĝ(σ) consists of the Cartan subalgebra of g(1) and the ele-

ments k and d. One can show that with respect to this Cartan subalgebra a system

of simple roots of ĝ(σ) consists of the roots (α, 0, 0), where α goes through the

simple roots of g(1), and the root (−ψ, 0, 1), where ψ is a certain root of g(1).

We are not going to study the twisted algebras in detail; see [Kac, 1985] for more

information.

Exercise 5.3.2. The Dynkin diagram of D4 is

◦

◦
◦ ◦

where the three external dots are connected to the central dot by simple lines (not

visible in this TeX version!). Rotations by the angles k · 2π/3 are symmetries of

the diagram. Corresponding to the rotation 2π/3 construct an automorphism of

D4 which permutes the root subspaces gα1 ,gα1 , and gα3 . Construct the affine Lie

algebra D(3)
4 using this automorphism (of order 3). Show that the Dynkin diagram

is D(3)
4 in the list Aff2.

5.4. The highest weight representations of affine Lie algebras

Let a be an affine Lie algebra, h ⊂ a a Cartan subalgebra, ∆ ⊂ h∗ a system of

simple roots, and Φ+ ⊃ ∆ the set of positive roots. There is a splitting

a = n− ⊕ h⊕ n+,

where the subalgebra n+ (respectively,n−) is spanned by the root subspaces aα

corresponding to positive (respectively, negative) roots. Let λ ∈ h∗ be arbitrary

and define the Verma module as in the finite-dimensional case,

Vλ = U(a)/Iλ,

where the left ideal is generated by n+ and the elements h − λ(h), h ∈ h. As in

Section 4.5, the space Vλ is a direct sum of its weight subspaces Vλ(µ); this and

the other assertions of Theorem 4.5.1 are proved exactly in the same way as for a

finite-dimensional semisimple Lie algebra:
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Theorem 5.4.1. The Verma module Vλ contains a unique maximal proper sub-

module Mλ (i.e., a proper invariant subspace M ⊂ Vλ such that if M � ⊂ Vλ is an

invariant subspace containing M , then M � = M or M � = Vλ) and Lλ = Vλ/Mλ

carries an irreducible highest weight representation of a with the highest weight =

λ.

Before studying the irreducible modules Lλ in more detail, we need some more

information about the structure of affine Lie algebras. Let A be a linear operator

in a vector space V . We say that A is locally nilpotent if for any x ∈ V there is

an integer n = n(x) ∈ N such that Anx = 0. Let 0 �= ei ∈ aαi and 0 �= fi ∈ a−αi

for i = 0, 1, . . . , l, where {α0, α1, . . . ,αl} is a set of simple roots; we shall normalize

the vectors such that [ei, fi] = hαi , (ei, fi) = 1. In the case of a finite-dimensional

semisimple Lie algebra it is obvious that the operators adei and adfi are locally

nilpotent. By inspecting the root systems of the untwisted affine Lie algebras one

can see that if β is a root then β + nαi is a root only for finitely many values of

n ∈ Z. We state without proof that the same remains true for the twisted algebras.

In conclusion:

Theorem 5.4.2. The operators adei and adfi are locally nilpotent in any affine

Lie algebra.

In general, we call an a-module V integrable, if ei and fi are locally nilpotent

for 0 ≤ i ≤ l and if V is a direct sum of weight subspaces. In particular by 5.4.2

the space a considered as an a-module through the adjoint action is an integrable

a-module.

Theorem 5.4.3. Let V be an integrable a-module. If λ is a weight of V and if

λ + αi (respectively, λ − αi) is not a weight of V , then (λ, αi) ≥ 0 [respectively,

(λ, αi) ≤ 0]. If λ is any weight of V , then λ� = λ − �λ, αi�αi is also a weight and

dimV (λ) = dimV (λ�).

Proof. In the finite-dimensional case we proved that if α is any root, then the

vectors xα, yα, and hα span a subalgebra isomorphic to A1. From our construction

of the root systems in the untwisted case it is not difficult to see that the same holds

for the simple roots of an affine Lie algebra. [It is not true for the nonsimple roots

(0, 0, n).] One can show that this result is valid also for the twisted affine algebras.
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For any fixed i, let A1 be the Lie algebra spanned by ei, fi, and hαi . Let 0 �= v be

a vector of weight λ in V . Because V is integrable, U(A1)v is a finite-dimensional

A1-module. If λ + αi is not a weight, then eiv = 0 and so �λ, αi� is a non-negative

integer by our earlier analysis of A1-modules in Section 4.2. If λ − αi is not a

weight, then fiv = 0 and so v is the lowest weight vector for a finite-dimensional

A1-module. The lowest weight of an A1-module is minus the highest weight; thus

in this case �λ, αi� ≤ 0 and (λ, αi) ≤ 0. If 0 �= v ∈ V (λ), then

hαiv = λ(hαi)v = (λ, αi)v

and similarly hαiv
� = (λ�, αi)v� if there is 0 �= v� ∈ V (λ�). But

(λ�, αi) = (λ, αi)− �λ, αi�(αi, αi) = −(λ, αi).

Since in a finite-dimensional A1-module the weights appear symmetrically (i.e., µ

is a weight iff −µ is a weight) we can conclude that also λ� is a weight.

As in the case of semisimple Lie algebras, for each 0 ≤ i ≤ l we define the linear

map

σi : h∗ → h∗, σi(λ) = λ− �λ, αi�αi.

Let W = W (a,h) be the group generated by the fundamental reflections σi; W

is called the Weyl group of (a,h). Note that < λ,αi >= 2(λ, αi)/(αi, αi) is

well-defined for the simple roots because of (αi, αi) �= 0. In the case of a finite-

dimensional semisimple algebra the Weyl group can equivalently be defined as the

group generated by all reflections σα, corresponding to an arbitrary nonzero root,

because in that case the inner product is positive definite. From the Theorem 5.4.3

follows immediately that the Weyl group maps in an integrable representation the

weight system onto itself. In particular, the set of roots Φ is mapped onto itself by

W as a consequence of the fact that the adjoint representation is integrable. As in

the finite-dimensional case, we define for the affine algebras

Λ = {λ ∈ h∗ |< λ,αi >∈ Z∀i}

Λ+ = {λ ∈ Λ |< λ,αi >≥ 0∀i}.

Let λ ∈ Λ+. Using the fact that (α0, α0) = ψ2 we observe that λ(k) = ψ2

2 x, where

x is a positive integer called the level of λ. Note that α0(d) = 1 and

λ(k) =
ψ2

2
(x� + |λ, ψ >) =

ψ2

2
x



LIE ALGEBRAS AND QUANTUM GROUPS 91

with

< λ,α0 >=
2
ψ2

(λ, α0) =
2
ψ2

[λ(k)α0(d)− (λ, ψ)] = x�,

a nonnegative integer.

Theorem 5.4.4. The irreducible highest weight module Lλ is integrable if and only

if λ ∈ Λ+
.

Proof. 1) Let Lλ be integrable and let v �= 0 be the vector of highest weight. Then

there exists a smallest non-negative integer ni such that (fi)ni+1v = 0. Conse-

quently

0 = ei(fi)ni+1v = (ni + 1)[λ(hi)− 1
2 niαi(hi)]f

ni
i v,

where hi = [ei, fi] = 2
(αi,αi)

hαi . Thus

0 = λ(hαi)−
1
2
niαi(hαi) = (λ, αi)−

1
2
ni(αi, αi),

so that < λ,αi >= ni is a non-negative integer.

2) Let λ ∈ Λ+. By the same formula as above,

(fi)<λ,αi>+1v = 0, 0 ≤ i ≤ l.

Let U be the maximal subspace of Lλ where the action of a is locally nilpotent;

U �= 0 because of v ∈ U . We shall show that U is invariant under the action of a.

Let u ∈ U and x ∈ a. Now for any y ∈ a,

ynxu =
n�

j=0

�
n

j

�
[(ady)jx]yn−ju,

which is proven by induction on n. For large enough j, (ady)jx = 0 for y = ei

or y = fi. On the other hand, yn−ju = 0 for large enough n − j when y = ei, fi.

Thus it follows that ynxu = 0 for some n, when y = ei or y = fi. Because of the

irreducibility of Lλ we must have U = Lλ.

Let λ, µ ∈ h∗ and λ� = λ− < λ, α > α, µ� = µ− < µ, α > α, where α is any

root. Then

(λ�, µ�) =(λ− < λ,α > α, µ− < µ,α > α) = (λ, µ)− (λ, α) < µ,α >

− < λ,α > (α, µ)+ < λ,α >< µ,α > (α,α) = (λ, µ)

by using < λ,α > (α,α) = 2(λ, α). Thus the inner product in h∗ is invariant under

the action of the Weyl group. As a consequence, also the brackets < λ,α > are

invariant under W .
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Lemma 5.4.5. Let λ ∈ Λ+ and let µ be a weight of Lλ. Then (λ, λ− µ) ≥ 0 and

the equality holds if and only if λ = µ.

Proof. Let λ �= µ. Let m be the subalgebra of n− generated by those elements fi

for which < λ− µ, αi >�= 0 (denote this set of indices i by S). Now

Lλ(µ) ⊂ U(n−)mv

where v �= 0 is the highest weight vector. By 5.4.3, (λ, αi) �= 0 at least for one index

i ∈ S (otherwise mv = 0 and thus Lλ(µ) = 0). We can write λ − µ =
�

njαj ,

where the nj ’s are non-negative integers. Now (λ, λ−µ) =
�

(λ, αj)nj . Each term

is non-negative and in the case µ �= λ at least one is positive.

Lemma 5.4.6. Let λ ∈ Λ+
and let µ be a weight of Lλ. Then there is w ∈ W

such that w · µ ∈ Λ+
.

Proof. Writing µ =
�

kiαi we set htµ =
�

ki. Choose w ∈ W such that ht(λ−w·µ)

is minimal. Now < w · µ, αi >≥ 0; otherwise ht(λ− σαiw · µ) < ht(λ− w · µ).

We define ρ ∈ h∗ by ρ(hαi) = 1
2 (αi, αi), 0 ≤ i ≤ l and ρ(d) = 0.

Proposition 5.4.7. Let λ ∈ Λ+
and let µ, ν be weights of Lλ. Then

(1) (λ, λ)− (µ, ν) ≥ 0; the equality holds if and only if µ = ν and µ ∈ W · λ.

(2) |λ + ρ|2 − |µ + ρ|2 ≥ 0; the equality holds only if µ = λ.

Proof. (1) Using the invariance of the inner product under the Weyl group action

and Lemma 5.4.6 we can assume that µ ∈ Λ+. We can write (λ, λ) − (µ, ν) =

(λ, λ − µ) + (µ, λ − ν), both terms being non-negative (see the proof of Lemma

5.4.5). If the equality holds then (λ, λ− µ) = 0 = (µ, λ− ν) and from 5.4.5 follows

that λ = µ and thus also µ = ν.

(2) Write

(λ + ρ, λ + ρ)− (µ + ρ, µ + ρ) = [(λ, λ)− (µ, µ)] + 2(ρ, λ− µ).

The first term is non-negative by (1) and the second by a computation like in

5.4.5. Since (ρ, αi) = 1
2 (αi, αi) > 0∀i, in the case of equality sign we must have

(λ− µ, αi) = 0∀i.

There is one more property of the Weyl group which we shall need in the next

section but which we state without proof:
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Lemma 5.4.8. Let w ∈ W and λ ∈ Λ+
such that (λ, α) > 0 for all α ∈ ∆. Then

wλ = λ implies w = 1.

We shall define an antilinear antiautomorphism θ of a by

θ(ei) = fi, θ(fi) = ei, θ(hαi) = hαi , θ(d) = d, θ(k) = k

for all 0 ≤ i ≤ l. These relations determine θ uniquely, since all the vectors corre-

sponding to positive (respectively, negative) roots are obtained by taking commu-

tators of the elements ei (respectively, fi), and the vectors hαi form a basis of h.

Antilinearity means that θ(ax + by) = aθ(x) + bθ(y) for x, y ∈ a and a, b ∈ C and

the antiautomorphism property is θ([x, y]) = −[θ(x), θ(y)]. The antiautomorphism

θ can be extended to an antilinear antiautomorphism of the enveloping algebra of a

by setting θ(x1x2 . . . xn) = θ(xn) . . . θ(x2)θ(x1), xi ∈ a. It satisfies θ(uv) = θ(v)θ(u)

for u, v ∈ U(a).

Exercise 5.4.9. Show that θ is really an antiautomorphism.

Example 5.4.10. Let a = A(1)
l . A basis for a is given by the following elements:

eijzn, n ∈ Z and 1 ≤ i �= j ≤ l+1; hizn, n ∈ Z and 1 ≤ i ≤ l with hi = eii−ei+1,i+1;

the elements d, k. Now

θ(eijz
n) = ejiz

−n, i < j

θ(ejiz
n) = eijz

−n, i < j

θ(hiz
n) = hiz

−n, θ(d) = d, θ(k) = k.

Note that the restriction of θ to root subspaces gives a linear isomorphism θ :

gα → g−α. On the other hand, from the defining formula (B1) we observe that the

restriction gα × g−α → C of the invariant bilinear form is nondegenerate; it is also

positive definite in the sense that

(x, θ(x)) ≥ 0 ∀x ∈ gα.

It follows that we can define a basis {x(i)
α } in gα for each α ∈ Φ− such that

(x(i)
α , θ(x(j)

α )) = δij . The multiplicity label i is really necessary only for the roots

(0, 0, n); see Section 5.2. We set x(i)
α = θ(x(i)

−α), α ∈ Φ+. Fix also a basis {hi} of h

dual to the basis {hi}, (hi, hj) = δij .
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In the case of a finite-dimensional semisimple Lie algebra one defines a Casimir

operator Ω� by

Ω� =
�

hih
i +

�

α∈Φ+

(xαx−α + x−αxα).

No multiplicity label is needed here because the root subspaces are one-dimensional;

compare with c in Section 4.3! In the infinite-dimensional case we cannot use this

formula because the sum will in general diverge. However, we can apply a “normal

ordering” prescription to make the sum finite. We set

Ω =
�

hih
i + 2

�

α∈Φ+

�

i

x(i)
−αx(i)

α + 2hρ.

Ω is a well-defined linear operator in any highest weight representation of a. Namely,

any vector in the representation space can be written as a polynomial in the gen-

erators of n− acting on the highest weight vector. It follows that the action of the

second term in Ω reduces to a finite polynomial.

Proposition 5.4.11. The element Ω ∈ U(a) commutes with a, and thus the action

in a highest weight representation reduces to a multiplication with a scalar. The

value of the scalar is |λ + ρ|2 − |ρ|2, where λ is the highest weight.

Proof. Denote by Ω0 the part of Ω involving the x’s. Let α,β be roots and z ∈ aβ .

Then adz maps aα into aα+β and a−β−α into a−α. By the invariance of the bilinear

form, ([z, x], y) = −(x, [z, y]), the former map is (-1) times the transpose of the

latter. Let now β be a simple root. We obtain

[z,Ω0] = 2
�

α∈Φ+,i

([z, x(i)
−α]x(i)

α + x(i)
−α[z, x(i)

α ])

= 2[z, x−β ]xβ + 2
�

β �=α∈Φ+,i

([z, x(i)
−α]x(i)

α + x(i)
−α+β [z, x(i)

α−β ]),

where we have done a simple renaming of the summation index in the last term.

We have dropped the multiplicity index in the first term, since the simple roots

have multiplicity =1. By the remark above, the second and the third term cancel

on the right-hand side. Thus we get

[z,Ω0] = 2[z, x−β ]xβ = 2(z, x−β)hβxβ = 2hβz.

On the other hand,

[z,
�

hih
i] = −

�
β(hi)zhi −

�
hiβ(hi)z

= −2
�

β(hi)hiz +
�

β(hi)β(hi)z = −2hβz + (β,β)z.
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Finally [z, 2hρ] = −2β(hρ)z = −2(β, ρ)z = −(β,β)z and combining this with the

results above we get [z,Ω] = 0. In the same way one can show that [z,Ω] = 0 when

β is minus a simple root. Taking commutators of vectors belonging to simple roots

or to minus simple roots one can generate the whole algebra a. Thus [z,Ω] = 0 for

all z ∈ a. Next we evaluate Ω by applying it to the highest weight vector v in a

highest weight representation. We get

Ωv = (
�

hih
i + 2hρ)v = [λ(hi)λ(hi) + 2λ(hρ)]v = [(λ, λ) + 2(λ, ρ)]v.

The coefficient in front of v is easily seen to be equal to |λ + ρ|2 − |ρ|2.

A Hermitian form H on a a-module V is contravariant if

H(xu, v) = H(u, θ(x)v), ∀u, v ∈ V, x ∈ a.

We use the convention that a Hermitian form is linear in the first and antilinear in

the second argument. If V is a highest weight module, we define a contravariant

Hermitian form in V as follows. Let v be a highest weight vector (unique up to a

multiplicative constant) and set H(v, v) = 1. If v1, v2 ∈ V are arbitrary, we can

write vi = ui · v, where ui ∈ U(n−). Define

H(v1, v2) = H(u1v, u2v) = H(v, θ(u1)u2v).

Next we can write θ(u1)u2v = uv for some u ∈ U(n−). Now we have

H(v1, v2) = H(v, uv) = H(uv, v) = H(v, θ(u)v) = H(θ(u)v, v).

Since θ(u) ∈ U(n+), we obtain θ(u)v = a · v for some a ∈ C. Thus the value

H(v1, v2) = a has been uniquely determined by the contravariantness of the Her-

mitian form and by the normalization H(v, v) = 1.

Theorem 5.4.12. The Hermitian form H is positive definite in all integrable ir-

reducible highest weight modules.

Proof. From the definitions follows at once that the different weight subspaces

Lλ(µ) in Lλ are pairwise orthogonal. Thus it is sufficient to show that the restriction

of H to any of these subspaces is positive definite. We prove it by induction on
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n = ht(λ − µ). The case n = 0 is clear by H(v, v) = 1. Using Theorem 5.4.11 we

get

(|λ + ρ|2−|ρ|2)H(w, w)

= H(Ωw, w)

= (|µ|2 + 2µ(hρ))H(w, w) +
�

α∈Φ+,i

H(x(i)
α w, x(i)

α w),

where we have also used θ(x(i)
−α) = x(i)

α . If we subtract the first term on the

right from the left-hand side we get (|λ + ρ|2 − |µ + ρ|2)H(w, w). The factor

multiplying H(w, w) is positive by (5.4.7) when µ �= λ. On the other hand, the

height of the weight of x(i)
α w is smaller than n and so by induction assumption

each term in the sum on the right-hand side is also non-negative. To complete

the proof we still have to show that the form H is nondegenerate. Because the

representation is irreducible, we can choose uw ∈ U(n+) such that uw ·w = v. Now

H(w, θ(uw)v) = H(uw · w, v) = H(v, v) �= 0 and thus H is non-degenerate.

Exercise 5.4.13 Let H be the space of square-integrable functions ψ : S1 → CN .

We write H = H+ ⊕H−, where H+ is spanned by the Fourier modes einφv, with

n = 0, 1, 2, . . . and v ∈ CN . The space H− is the orthogonal complement of H+,

spanned by the negative Fourier modes. The inner product in H is defined by

(ψ,ψ�) =
� 2π

0

N�

i=1

ψ(φ)ψ(φ)dφ.

Let X be a smooth N × N traceless matrix valued function on S1. Define the

linear operator T (X) : H → H by (T (X)ψ)(φ) = X(φ)ψ(φ). Next introduce the

CAR algebra generated by the standard generators an,i and a∗n,i where n ∈ Z and

i = 1, 2, . . . N. (Compare with exercise 5.2.3.) Define the operators

X̂ =
�

m,n,i,j

Xij(n) : a∗m+n,iam,j :

where Xij(n) denotes the n : th Fourier component of the matrix valued function

X = (Xij) and the normal ordering is defined with respect to the Fourier index.

Following exercise 5.2.3, show that

[X̂, Ŷ ] = �[X,Y ] +
1

2πi

� 2π

0
trX(φ)

d

dφ
Y (φ)dφ.
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In the Fock space where the CAR algebra is operating the vacuum vector v0 is

characterized by an,iv0 = 0 = a∗m,iv0 for n ≥ 0 and m < 0. Show that this vector is

a lowest weight vector for the affine Kac-Moody algebra generated by the operators

X̂.

Exercise 5.4.14 We use the notation of exercise 5.2.2. The element �0 in the

Virasoro algebra plays the role of a Cartan subalgebra. Consider a highest weight

representation of the Virasoro algebra in a vector space V with a highest weight

vector v0 which has the property �nv0 = 0 for n < 0 and �0v0 = hv0 where h is

a constant; the element c which commutes with everything is assumed to take a

constant value in the whole representation. Show by PBW theorem that all the

weight spaces Vλ = {v ∈ V |�0v = λv} are finite-dimensional and that λ − h is a

nonnegative integer when Vλ �= 0. Assume that we have an inner product in V such

that �∗n = �−n. Show that h ≥ 0 and c ≥ 0. Hint: Study the norm of the vector

�nv0 for n > 0.

5.5. The character formula

If V carries a finite-dimensional representation T of a semisimple Lie group G

one can define the character of the representation by

ch(g) = trT (g).

Thus the character is a complex valued function on G. Let H be a Cartan subgroup,

h the corresponding Cartan subalgebra and denote by V (µ) the weight subspace

belonging to the weight µ ∈ h∗. Then for x ∈ h and h = ex ∈ H,

(5.5.1) ch(h) =
�

µ∈Λ

eµ(x) · dimV (µ)

where the sum is over the set Λ of weights and V (λ) ⊂ V are the weight subspaces.

In an infinite-dimensional case one has to proceed in a more formal way since the

sum (5.5.1) does not converge in general. We can still define the formal character

by

(5.5.2) ch V =
�

µ∈Λ

e(µ) · dimV (µ),
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where the symbols e(µ) are now formal exponentials; they are the generators of a

commutative algebra subject to the defining relations e(µ) · e(ν) = e(µ + ν). The

element e(0) is the neutral element with respect to multiplication and we write

e(0) = 1. In this section we shall compute the formal characters of the highest

weight representations of affine Lie algebras.

The formal characters of the Verma modules Vλ are easely computed. Let x−βi,pi

be a basis of the root subspace g−βi , where 1 ≤ pi ≤ m(i) = multβi (the multiplicity

of the root βi) and {β1, β2, . . . ,β�} = Φ+ is the set of positive roots. Then the

vectors

(x−β1,1)n(1,1)(x−β1,2)n(1,2) . . .

. . . (x−β1,m(1))n(1,m(1)) . . . (x−β�,m(�))n(�,m(�))v

form a basis of the subspace Vλ(µ), where [n(1, 1) + . . . n(1, m(1))]β1 +

[n(2, 1) + . . . n(2, m(2))]β2 + · · ·+ [n(�, 1) + · · ·+ n(�, m(�))]β� = λ− µ and n(i, j)’s

are non-negative integers. Thus

ch Vλ = e(λ)
�

β∈Φ+

[1 + e(−β) + e(−2β) + . . . ]multβ

= e(λ)
�

β∈Φ+

(1− e(−β))−multβ .(5.5.3)

If V and V � are a pair of modules for a given Lie algebra and W is a submodule

of V then

ch V/W = ch V − ch W, ch(V ⊕ V �) = ch V + ch V �.

A highest weight module can always be thought as a quotient of a Verma module

by a submodule; for this reason it is natural that the character of a highest weight

module can be expanded as

(5.5.4) ch V =
�

λ

c(λ)ch Vλ

where the c(λ)’s are integers. The proof is not completely trivial but we shall skip

it here because it is not very illuminating [Kac, 1985]. Taking account that the

value of the Casimir operator in a highest weight module with highest weight λ is

equal to |λ + ρ|2 − |ρ|2 one can show that the only possible nonzero terms in the
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sum above are those which satisfy |λ + ρ|2 = |Λ + ρ|2 and λ ≤ Λ where Λ is the

highest weight of V.

Next we let the Weyl group W act on the formal exponentials by w[e(λ)] =

e(w(λ)). From Theorem 5.4.3 follows that

(5.5.5) ch Lλ = w(ch Lλ) ∀w ∈ W.

For any w ∈ W we can write w = σ1σ2 . . . σs where σi is the fundamental reflection

in the plane orthogonal to the simple root αi, 1 ≤ i ≤ �. Clearly the determinant of

the linear transformation σi : h∗ → h∗ is equal to -1 and therefore the determinant

of w is �(w) = (−1)s. Define the formal character

R =
�

α∈Φ+

[1− e(−α)]mult α.

We shall need the following fact: The action of a fundamental reflection σi in

Φ+ \ {αi} permutes the elements among themselves. This is a consequence of the

fact that any positive root is a sum of simple roots and that �αj , αi� ≤ 0 for i �= j.

Lemma 5.5.6. w[e(ρ)R] = �(w)e(ρ)R for all w ∈ W.

Proof. It is sufficient to prove the lemma in the case w = σi for any i. Now multα =

multw(α) for any α ∈ Φ+ and Φ+ \ {αi} is invariant under w. Therefore,

w[e(ρ)R] = e(ρ− αi)[1− e(αi)]σi

�

α∈Φ+\{αi}

[1− e(−α)]multα

= e(ρ)e(−αi)[1− e(αi)]
�

α∈Φ+\{αi}

[1− e(−α)]multα

= −e(ρ)R = �(w)e(ρ)R.

Theorem 5.5.7. Let λ ∈ Λ+
and Lλ the irreducible module for an affine Lie

algebra with highest weight λ. Then

ch Lλ =
�

w∈W �(w)e[w(λ + ρ)− ρ]�
α∈Φ+ [1− e(−α)]multα

.

Proof. From (5.5.3) and (5.5.4) we obtain

e(ρ) R ch Lλ =
�

µ∈B

c(µ)e(µ + ρ)
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where B is the set of weights consisting of those µ ∈ Λ for which µ ≤ λ and

|µ + ρ|2 = |λ + ρ|2. From (5.5.5) and (5.5.6) follows that

c(µ) = �(w)c(ν) ifw(µ + ρ) = ν + ρ

for some w ∈ W. It follows that c(µ) �= 0 if and only if c(w(µ + ρ)− ρ) �= 0 and so

w(µ+ρ) ≤ λ+ρ if c(µ) �= 0. Assuming c(µ) �= 0 choose a weight ν ∈ {w(µ+ρ)−ρ |

w ∈ W} such that ht(λ− ν) is minimal. Then ν + ρ ∈ Λ+ and |ν + ρ|2 = |λ + ρ|2.

Applying 5.4.7 we conclude that ν = λ and therefore w(µ + ρ) = λ + ρ. Thus

c(µ) = �(w−1) = �(w).

Since (λ + ρ, α) > 0 for all α ∈ ∆ we get from 5.4.8 that w(λ + ρ) = λ + ρ only

if w = 1. Clearly c(λ) = 1 and therefore we have

e(ρ)R ch Lλ =
�

w∈W

�(w)e(w(λ + ρ)),

which gives the asserted formula for ch Lλ.

If λ = 0 then Lλ is the trivial one-dimensional representation and so ch L0 =

e(0) = 1. From the character formula we obtain the identity

(5.5.8)
�

α∈Φ+

[1− e(−α)]multα =
�

w∈W

�(w)e(w(ρ)− ρ).

We can now write 5.5.7 alternatively as

(5.5.9) ch Lλ =
�

w∈W �(w)e[w(λ + ρ)− ρ]�
w∈W �(w)e(w(ρ)− ρ)

.

In the case of a finite-dimensional semisimple Lie algebra this is the classical Weyl

character formula.

In the finite-dimensional case the multiplicities of the weights can be also ob-

tained from the Kostant multiplicity formula

(5.5.10) dim Lλ(µ) =
�

w∈W

�(w)K[(µ + ρ)− w(λ + ρ)]

where K is the Kostant partition function obtained from the expansion

(5.5.11)
�

α∈Φ+

[1− e(−α)]−multα =
�

β∈h∗

K(β)e(β).
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Expanding [1−e(−α)]−1 as a power series we can write the left-hand side of (5.5.11)

also as
�

α∈Φ+

[1 + e(−α) + e(−2α) + . . . ]multα

and therefore K(β) is equal to the number of partitions of β into a sum of negative

roots, where each root is counted as many times as is its multiplicity. Clearly

K(0) = 1 and in general, K(β) = dim Vλ(λ + β) according to (5.5.3).

Exercise 5.5.12. Prove the formula (5.5.10) in the case of an affine Lie algebra

starting from 5.5.7 and the definition (5.5.11).

We define a homomorphism F from the polynomial algebra generated by the

formal exponentials e(−α), α ∈ ∆, to the polynomial algebra in one variable q by

F (e(−α)) = q, ∀α ∈ ∆.

Since all weights of Lλ are of the form λ minus a sum of simple roots we can define

the formal power series dimqLλ = F (e(−λ)ch Lλ). The coefficient of the monomial

qn is equal to the sum of the dimensions dim Lλ(µ) where ht(λ− µ) = n, where ht

is defined as in the proof of 5.4.6.

Let aij = 2 (αi,αj)
(αj ,αj)

be the Cartan matrix of an affine Lie algebra. The trans-

posed matrix bij = aji defines also an affine Lie algebra. The simple roots of the

transposed algebra gt are βi = 2αi/(αi, αi). Let ρ∗ ∈ h∗ be the weight such that

(αi, ρ∗) = 1 for all simple roots. Then ρ∗, considered as a weight for gt, corresponds

to the weight ρ of g. Let Φ∗ be the set of roots for the transposed Lie algebra.

Theorem 5.5.13.

dimqLλ =
�

α∈Φ∗+

�
1− q(λ+ρ,α)

1− q(ρ,α)

�multα

Proof. For any positive dominant weight µ define

N(µ) =
�

w∈W

�(w)e(w(µ)− µ).

Now ht(µ− w(µ)) = (µ− w(µ), ρ∗) and so

(5.5.14) F (e(w(µ)− µ)) = q(µ−w(µ),ρ∗).
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Applying the homomorphism F to both sides of (5.5.8) we get
�

α∈Φ+

(1− q(α,ρ∗))multα =
�

w∈W

�(w)q(ρ−w(ρ),ρ∗)

and combining this with (5.5.14) we get

F (N(µ)) =
�

w∈W

�(w)q(µ−w(µ),ρ∗)

=
�

w∈W

�(w)q(µ,ρ∗−w(ρ∗))

= F �
�

�

w∈W

�(w)e(w(ρ∗)− ρ∗)

�
,

where the homomorphism F � is defined by the relations F �(e(−α)) = q(µ,α∗) for

α ∈ ∆ with α∗ = 2α/(α,α). Applying the identity (5.5.8) to the transposed Lie

algebra we get

F (N(µ)) = F �




�

α∈Φ∗
+

(1− e(−α))mult α





where Φ∗ is the root system of the transposed algebra. Thus

F (N(µ)) =
�

α∈Φ∗
+

(1− q(µ,α))mult α.

Combining this with (5.5.9) we obtain

F (e(−λ)ch L(λ)) =
�

α∈Φ∗
+

�
1− q(λ+ρ,α)

1− q(ρ,α)

�mult α

which implies the theorem.

Exercise 5.5.15 The analytic character of the group SU(2) is obtained from

the formal character ch V (λ) = e(−λ) + e(−λ + 2) + . . . e(λ) by replacing the

formal exponential e(µ) by the exponential function eiµx. Prove directly from this

analytic formula the decomposition formula for tensor products, V (λ) ⊗ V (λ�) =

V (|λ− λ�|)⊕ · · ·⊕ V (λ + λ� − 2)⊕ V (λ + λ�).

Exercise 5.5.16 Apply the Kostant multiplicity formula to the case of the

finite-dimensional simple Lie algebra A2. In particular, compute the the weight

multiplicities in the case of the finite-dimensional irreducible module of highest

weight λ = 2λ1 + λ2, where λ1, λ2 are the fundamental weights of A2.

Exercise 5.5.17 Apply the Theorem 5.5.13 to the case g = A(1)
1 and work out

a more explicite expression for the q-character formula.
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CHAPTER 6 QUANTUM GROUPS

6.1 Algebras, coalgebras, and Hopf algebras

Recall the definition of an associative algebra A : It is a vector space (over a

field k) with a bilinear product map m : A × A → A such that m(a, m(b, c)) =

m(m(a, b), c) for all a, b, c ∈ A. Most of the time we write m(a, b) = a · b = ab.

Since m is linear in each argument we may as well think of m as a map

m : A⊗A → A.

If the algebra A has a unit 1 then m(1, a) = m(a, 1) = a for all a ∈ A.

Next we define a coalgebra. A coalgebra is a vector space A with a linear map

∆ : A → A⊗A,

called the coproduct, such that the coassociativity condition

(∆⊗ id) ◦∆ = (id⊗∆) ◦∆

is satisfied. Some words about notation. We can write

∆(a) =
�

i

a(1)
i ⊗ a(2)

i

but often this is abreviated as

∆(a) =
�

(a)

a(1) ⊗ a(2)

or

∆(a) =
�

(a)

a� ⊗ a��.

A coalgebra A has a counit � if � : A → k is a linear map with the property

(id ⊗ �) ◦ ∆ = the natural isomorphism A � A ⊗ k. Likewise, (� ⊗ id) ◦ ∆ is the

similar natural isomorphism A � k ⊗A. Using the Sweedler’s sigma notation,

�

(a)

a��(a��) = a =
�

(a)

�(a�)a��
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for ∆(a) =
�

a� ⊗ a��.

Using Sweedler’s sigma notation the coassociativity can be written as

�

(a)




�

(a�)

(a�)� ⊗ (a�)��


⊗ a�� =
�

(a)

a� ⊗




�

(a��)

(a��)� ⊗ (a��)��




which we shall simply write as

�

(a)

a� ⊗ a�� ⊗ a���.

We can apply the coproduct once more to identify the following three expressions,

�

(a)

∆(a�)⊗ a�� ⊗ a���,
�

(a)

a� ⊗∆(a��)⊗ a���,
�

(a)

a� ⊗ a�� ⊗∆(a���)

which we agree to write as

�

(a)

a� ⊗ a�� ⊗ a��� ⊗ a����

or as
�

(a)

a(1) ⊗ a(2) ⊗ a(3) ⊗ a(4).

Example 6.1.1 Let A = Mn(k) be the algebra of n× n matrices over k and let

A∗ be the dual vector space of A. Define the basis xij : A → k, xij(a) = aij . The

map ∆ : A∗ → A∗ ⊗A∗ defined by

∆(xij) =
�

k

xik ⊗ xkj

satifies the coassociavity relation; this follows from the associativity of the matrix

product rule (ab)ij =
�

k aikbkj . Furthermore, there is a counit � defined by �(xij) =

δij .

Exercise 6.1.2 Show that the dual vector space A∗ of any finite-dimensional

associative algebra A is a coalgebra with a coproduct defined by

(∆(f))(a⊗ b) = f(ab) where a, b ∈ A.

Hint: Use the isomorphism A∗ ⊗ A∗ � (A ⊗ A)∗. Show that A∗ has a counit if A

has a unit.
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The dual A∗ of a coalgebra is always an algebra. The multiplication m : A∗ ⊗

A∗ → A∗ is defined by

m(a⊗ b)(x) =
�

(x)

a(x�)b(x��)

for x ∈ A. If A has a counit � then the unit in A∗ is the map f : A → k given by

f(a) = �(a).

A coalgebra A is cocommutative if

∆(a) =
�

(a)

a� ⊗ a�� =
�

(a)

a�� ⊗ a�.

A linear map φ : A → B of coalgebras is a homomorphism if ∆B ◦φ = (φ⊗φ) ◦∆A

and if �A = �B ◦ φ.

For any coalgebra A there is the opposite coalgebra Aop defined by the opposite

coproduct ∆op(a) =
�

(a) a�� ⊗ a�.

Next we define a bialgebra. A bialgebra is an algebra A with unit which in

addition has a coalgebra structure, with a counit �, such that

(1) the multiplication and the unit (viewed as a map k → A) are homomor-

phisms of coalgebras

(2) the coproduct ∆ is a homomorphism from the algebra A to the algebra

A⊗A and the counit is an algebra homomorphism A → k.

In particular, �(1) = 1 ∈ k by the algebra homomorphism property of the map

� : A → k.

Exercise 6.1.3 Show that the above two conditions are in fact equivalent.

Example 6.1.4 Let Mn(k) be the polynomial algebra over k in the independent

variables xij with i, j = 1, 2, . . . , n. Define the coproduct by

∆(xij) =
�

k

xik ⊗ xkj .

The counit is defined by �(xij) = δij . Then Mn(k) is a bialgebra.

Example 6.1.5 Let G be a finite group and let A be the algebra of k-valued

functions on G. The product of functions is defined as usual. In addition, we define

a coproduct ∆ by

(∆(f))(a, b) = f(ab),
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where a, b ∈ G. We have identified the tensor product A ⊗ A as the the space of

functions of two variables a, b. It is easy to see that the map from A ⊗ A to the

space of functions in a, b defined by

�

i

fi ⊗ gi �→ f, with f(a, b) =
�

i

fi(a)gi(b)

is an isomorphism. The counit is �(f) = f(e), where e ∈ G is the neutral element.

Now A is a bialgebra.

Exercise 6.1.6 Check the bialgebra axioms in the above example.

Example 6.1.7 Let V be a vector space over k and let T (V ) be the tensor

algebra over V. As a vector space T (V ) is a direct sum of vector spaces V n =

V ⊗V ⊗ · · ·⊗V (n times) with n = 0, 1, 2, . . . . The product is defined by the tensor

product, (x1⊗ · · ·⊗xn) · (xn+1⊗ · · ·⊗xn+m) = x1⊗ · · ·⊗xn+m. The algebra T (V )

is by construction generated by the elements in V and the unit element in k = V 0.

The coproduct is then uniquely defined by

∆(v) = v ⊗ 1 + 1⊗ v for v ∈ V

and by the requirement that the coproduct is an algebra homomorphism. For

example,

∆(v⊗w) = ∆(v) ·∆(w) = (v⊗w)⊗1+v⊗w +w⊗v +1⊗ (v⊗w) ∈ T (V )⊗T (V ).

The counit is the map � : T (V ) → k defined by �(u) = 0 for u ∈ V n with n > 0 and

�(1) = 1.

Let now (A, m, 1,∆, �) be a bialgebra. We say that a linear map S : A → A is

an antipode if
�

(a)

a�S(a��) = �(a) · 1 =
�

(a)

S(a�)a��

for any a ∈ A where ∆(a) =
�

(a) a� ⊗ a��.

If a bialgebra has an antipode S then it is uniquely defined: Let S� be another

antipode. Then

S(a) = S(
�

(a)

a��(a��)) =
�

(a)

S(a�)�(a��) · 1 =
�

(a)

S(a�)a��S�(a���)

=
�

(a)

�(a�)S�(a��) =
�

(a)

S�[(�(a�)a��] = S�(a).

A bialgebra equipped with an antipode is a Hopf algebra.
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Theorem 6.1.8. Let H be a finite-dimensional Hopf algebra. Then the dual bial-

gebra H∗
is a Hopf algebra with an antipode S∗ : H∗ → H∗

defined as the dual

linear map to S, (S∗(f))(a) = f(S(a)).

Proof. Let f ∈ H∗ and a ∈ H. Then



�

(f)

f �S∗(f ��)



 (a) =
�

(f),(a)

f �(a�)(S∗(f ��))(a��)

=
�

(f),(a)

f �(a�)f ��(S(a��)) = f(
�

(a)

a�S(a��)),

where in the last equation we have used the definition of the coproduct in the dual

bialgebra. By the defining relations of an antipode, the last expression is equal to

f(�(a) · 1) = �(a)f(1) = �(a)�∗(f) = (�∗(f) · 1∗)(a).

The second of the axioms for S∗ is proven in a similar way.

Theorem 6.1.9. In a Hopf algebra H, S(ab) = S(b)S(a) for all a, b ∈ H.

Proof. First we note by ∆(xy) = ∆(x) · ∆(y) that

�

(xy)

(xy)� ⊗ (xy)�� =
�

(x),(y)

x�y� ⊗ x��y��.

Since the antipode is uniquely defined, it is sufficient to prove that the function

f(x, y) = S(y)S(x) satisfies the defining relations

�

(xy)

(xy)�S((xy)��) =
�

(xy)

S((xy)�)(xy)�� = �(xy) · 1

when we replace S(xy) by f(x, y). But

�

(x),(y)

x�y�S(y��)S(x��) =
�

(x)

x�(�(y)·1)S(x��) = �(y)
�

(x)

x�S(x��) = �(y)�(x)·1 = �(xy)·1.

A similar calculation can be carried through for the second relation.

Example 6.1.10 The bialgebra in the example 6.1.5 is a Hopf algebra with the

antipode (S(f))(g) = f(g−1) where g ∈ G. Indeed,



�

(f)

f �S(f ��)



 (g) =
�

f �(g)S(f ��)(g) =
�

f �(g)f ��(g−1) = f(gg−1) = f(e) = �(f)·1
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and likewise for
�

S(f �)f ��.

An element a �= 0 in a coalgebra is said to be group like if

∆(a) = a⊗ a.

If a, b is a pair of group like elements then ∆(ab) = ∆(a) ·∆(b) = (a⊗ a) · (b⊗ b) =

ab⊗ab. Thus also ab is group like. Since ∆(1) = 1⊗1, the unit is also group like. In

the special case when S : H → H is invertible, the set G(H) of group like elements

is a group: The inverse of a is then S(a) because of

�

(a)

a�S(a��) = aS(a) = �(a) · 1.

On the other hand, a ⊗ 1 = (id ⊗ �)∆(a) = (id ⊗ �)(a ⊗ a) = a ⊗ �(a) and so

�(a) = 1. This completes the proof of aS(a) = 1. The relation S(a)a = 1 is proven

in a similar way.

Example 6.1.11 The tensor bialgebra T (V ) in example 6.1.7 becomes a Hopf

algebra with the antipode S : T (V ) → T (V ) defined by S(1) = 1 and S(v) = −v

for v ∈ V. For a generic element v1v2 . . . vn ∈ V n we have then

S(v1v2 . . . vn) = (−1)nvn . . . v2v1.

Exercise 6.1.12 Let H be the algebra k[t, x]/I, where k[t, x] is the free (non-

commutative) algebra with unit and with two generators t and x, and I is the ideal

generated by the polynomials t2 − 1, x2, xt + tx. Show that H is finite-dimensional

as a vector space and that ∆(t) = t⊗ t,∆(x) = 1⊗x+x⊗ t extend to a coproduct

on H. Show also that �(t) = 1, �(x) = 0 and S(t) = t, S(x) = tx define a Hopf

algebra structure on H.

6.2 The Hopf algebra SLq(2)

We have already met the bialgebra of n×n matrix coordinates xij in 6.1.4. This

is not a Hopf algebra; this is related to the fact that a general n × n matrix does

not have an inverse. But we can define the bialgebra SL(n) as the quotient of the

algebra Mn(k) by the ideal generated by the single element det = det(xij)−1. That
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is, every time we see the polynomial det(xij) we replace it with the unit element 1.

This is now a Hopf algebra. The antipode is defined as

S(xij) = (−1)i+jXji

where Xij is the determinant of the submatrix obtained by deleting the i:th row

and the j:th column from the matrix (xij). We can immediately check that for

z = xij

�

(z)

z�S(z��) =
�

k

xikS(xkj) =
�

k

xik(−1)j+kXkj = det(xij)δij = �(z) · 1.

The antipode S is then extended to an arbitrary product of the generators xij using

the condition S(z1z2 . . . zp) = S(zp) . . . S(z2)S(z1) and by linearity to all elements

in SL(n).

In the following we shall concentrate to the case n = 2 and we shall use the

notation

g =
�

a b
c d

�
.

The antipode applied to the generators is then

S(g) =
�

d −b
−c a

�
.

The only relation in this commutative algebra is the determinant relation

ad− bc = 1.

The coproduct can be written in the matrix notation as

∆(g) =
�

a b
c d

�
⊗

�
a b
c d

�
.

That is, for example ∆(b) = a⊗ b + b⊗ d. The counit satisfies �(a) = �(d) = 1 and

�(b) = �(c) = 0. In this case S is invertible.

The Hopf algebra SL(2) is commutative but not cocommutative. Next we shall

construct a 1-parameter family SLq(2) of Hopf algebras which are both noncommu-

tative and noncocommutative, except in the limiting case q = 1 when the algebra

becomes the classical Hopf algebra SL(2). In general, q is a complex number and

we consider here all algebras over k = C.
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We start with the defining algebra relations:

ba = qab db = qbd

ca = qac dc = qcd

bc = cb ad− da = (q−1 − q)bc.

Thus in the case q = 1 this algebra is commutative. We denote the algebra by

Mq(2). The element

detq = ad− q−1bc

commutes with every element in Mq(2) (prove this!). As in the commutative case

we define the algebra SLq(2) = Mq(2)/I, where I is the two-sided ideal generated

by detq − 1.

Next we define the coproduct ∆ in SLq(2) exactly the same way as in the com-

mutative case q = 1. Also the counit � is defined by the same formulas as before.

However, the definition of the antipode must be modified:
�

S(a) S(b)
S(c) S(d)

�
=

�
d −qb

−q−1c a

�
.

Exercise 6.2.1 Check that the antipode satisfies the relations
�

x�S(x��) =

�(x) · 1 =
�

S(x�)x��.

Exercise 6.2.3 Show that the antipode of SLq(2) satisfies
�

S2n(a) S2n(b)
S2n(c) S2n(d)

�
=

�
qn 0
0 q−n

� �
a b
c d

� �
q−n 0
0 qn

�

for any integer n. Thus if n is a n:th root of identity then S2n is the identity

transformation.

Exercise 6.2.4 (The quantum plane) Let A = Cq[x, y] be the complex algebra

with unit and the generators x, y subject to the relations yx− qxy = 0. Here q ∈ C

is a constant. Show that the algebra SLq(2) acts in Cq[x, y] in the following sense:

Set �
x�

y�

�
=

�
a b
c d

� �
x
y

�
.

Then also y�x� − qx�y� = 0. Define further ∆A : A → SLq(2) ⊗ A as an algebra

homomorphism such that ∆A(x) = a⊗ x + b⊗ y and ∆A(y) = c⊗ x + d⊗ y. Show

that ∆A satisfies the comodule relations (∆⊗ id) ◦∆A = (id⊗∆A) ◦∆A.
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Next we define a ∗−algebra structure in the Hopf algebra SLq(2) over complex

numbers. The ∗− operation should be thought of as taking the adjoint of linear

operators. We require that it is antilinear, (αx + βy)∗ = αx∗ + βy∗ for all x, y ∈

SLq(2) and α,β ∈ C. Furthermore, (xy)∗ = y∗x∗, and (x∗)∗ = x. For Hopf algebras

we require in addition

(1) ∆(x∗) = ∆(x)∗,

(2) S(S(x)∗)∗ = x

(3) 1∗ = 1 and �(x∗) = �(x)

for all x.

Note that by the second equation in a star Hopf algebra the antipode S has

always an inverse. Sometimes one writes ∗ = Sγ, where γ = S−1 ∗ . Then γ is

antilinear and it is an automorphism of real algebras and coalgebras. It is also an

involution, γ2 = 1, by

γ2(x) = S−1(S−1x∗)∗ = S−1(S(x∗))∗ = (x∗)∗ = x.

In the case of H = SLq(2) (q ∈ R) we set

γ

�
a b
c d

�
=

�
a c
b d

�

so that

a∗ = d, d∗ = a, b∗ = −qc, c∗ = −q−1b.

The action of ∗ on an arbitrary element in SLq(2) is then uniquely defined by the

property that ∗ is an antilinear antiautomorphism.

The motivation for introducing ∗ is the following. In the classical case q = 1

of a commutative algebra SL(2) the functions on the subgroup SU(2) ⊂ SL(2, C)

can be taken as (z1, z2) with a = z1, b = −z2, c = z2, d = z1. Then the coordinate

functions satisfy the star relations above (with q = 1). So we can define the quantum

group SUq(2) as the star algebra above in the case of general q ∈ R. (We need to

take q real in order that the axioms for the star operation are satisfied.)

Let us also mention that there is a generalization of the algebra SLq(2) to the

N ×N matrix case SLq(N). The algebra commutation relations are given as

Tm
i T k

i = qT k
i Tm

i , Tm
j Tm

i = qTm
i Tm

j

Tm
i T k

j = T k
j Tm

i , T k
i Tm

j − Tm
j T k

i = (q−1 − q)Tm
i T k

j ,
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where i < j and k < m. The coproduct is defined by

∆(T j
i ) =

�

k

T k
i ⊗ T j

k

and �(T j
i ) = δij . The quantum determinant is

detq =
�

σ∈SN

(−q)�(σ)T σ(1)
1 . . . T σ(N)

N ,

where �(σ) is the length of the minimal decomposition of σ into a product of trans-

positions. In the algebra SLq(N) one sets detq ≡ 1.

6.3 The quantum enveloping algebra Uq(sl(2))

We define the quantum enveloping algebra Uq = Uq(sl(2)) as the associative

algebra with unit and generators E,F, K,K−1 subject to the defining relations

KK−1 = K−1K = 1

KEK−1 = q2E, KFK−1 = q−2F

EF − FE =
K −K−1

q − q−1
.

Here ±1 �= q ∈ C.

Lemma 6.3.1. Let m ≥ 0 and n be integers. Then

EmKn = q−2mnKnEm, FmKn = q2mnKnFm

[E,Fm] = [m]Fm−1 q−m+1K − qm−1K−1

q − q−1

= [m]
qm−1K − q−m+1K−1

q − q−1
Fm−1

[Em, F ] = [m]
q−m+1K − qm−1K−1

q − q−1
Em−1

= [m]Em−1 qm−1K − q−m+1K−1

q − q−1
.

Here [n] = qn−q−n

q−q−1 = qn−1 + qn−3 + · · · + q−n+1 when n > 0. Note that [−n] =

−[n].
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Proof. The first row of relations follows immediately from the defining relations.

The second (and the rest) relation is proven by induction on m. The case m = 1

follows from the defining relations and the induction step follows from

[E,Fm] = [E,Fm−1]F + Fm−1[E,F ]

= [m− 1]Fm−2 q−m+2K − qm−2K−1

q − q−1
F + Fm−1 K −K−1

q − q−1

= [m− 1]Fm−1 q−m+2q−2K − qm−2q2K−1

q − q−1
+ Fm−1 K −K−1

q − q−1
.

Both terms on the right contain Fm−1 as the first factor. Combining the polyno-

mials in K, K−1 one easily sees that they give the required factor in the case of

[E,Fm].

We have defined the quantum algebra Uq for q �= ±1. However, in certain sense

the enveloping algebra U(sl(2)) is the limit of Uq as q → 1. Let us think of K as

the element qh = eh log q, where h is the standard element in the Cartan subalgebra

of sl(2). Then

lim
q→1

qh − q−h

q − q−1
= h.

So in this limit we get [E,F ] = h and the relation KEK−1 = q2E leads to [h, E] =

2E. Thus we recover the standard commutation relations of sl(2).

We have a more rigorous relation between Uq and U(sl(2)) using the following

observation. Add a generator L to the algebra Uq such that

[E,F ] = L, (q − q−1)L = K −K−1

[L, E] = q(EK + K−1E), [L, F ] = −q−1(FK + K−1F ).

This defines a new associative algebra U �q but it is straightforward to prove that

actually U �q � Uq. The advantage with U �q is that it is defined for all values of q. In

particular, when q = 1 we have U �1/(K − 1) � U(sl(2)).

Exercise 6.3.2 Prove the last isomorphism above.

Next we study the finite-dimensional representations of Uq(sl(2)) when q �= 0 is

not a root of unity.

If V is a Uq module we denote by V (λ) the weight subspace of V defined as the

space of vectors v for which Kv = λv.

By the Lemma 6.3.1, if v ∈ V (λ) then Ev ∈ V (q2λ) and Fv ∈ V (q−2v.)
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The vector 0 �= v ∈ V (λ) is said to be a highest weight vector if Ev = 0. In

an irreducible highest weight module all other vectors are linear combinations of

the vectors vn = Fnv, v0 = v. The nonzero vectors in this sequence are linearly

independent, since the eigenvalues of K are q−2nλ and they are all different when

λ �= 0. In the case λ = 0 we have

EFv = [E,F ]v =
K −K−1

q − q−1
v = 0

and so Fv generates an invariant subspace. In an irreducible module we must then

have Fv = 0 and so the module becomes the trivial one-dimensional module where

E,F, K are represented by the zero operator.

In general, for λ �= 0, let n be the smallest integer for which Fn+1v = 0. Then

0 = EFn+1v = [n + 1]
qnK − q−nK−1

q − q−1
Fnv = [n + 1]

q−nλ− qnλ−1

q − q−1
vn.

Since vn �= 0, we must have q−nλ− qnλ−1 = 0, that is, λ2 = q2n or λ = ±qn. The

dimension of V is equal to n+1. As in the case of sl(2), the space V is a direct sum

of one-dimensional weight spaces V (µ) where now µ = q−2kλ with k = 0, 1, . . . , n.

Taking account λ = �qn, we see that the spectrum of K consists of the numbers

�qn, �qn−2, . . . , �q−n with � = ±1.

A difference to the classical situation is that for a given dimension n+1 we have

two different irreducible highest weight modules labelled by � = ±1.

In the case of sl(2) we defined a Casimir element c = yx+h2+h which commutes

with the whole algebra. Here we can define the quantum Casimir element

cq = EF +
q−1K + qK−1

(q − q−1)2
.

Exercise 6.3.3 Show that cq commutes with E,F and K.

The value of the Casimir cq in an irreducible highest weight module is

q−1λ + qλ−1

(q − q−1)2
.

The case when q �= ±1 is a root of unity is more tricky. So let us assume that

N is the smallest positive integer for which qN = 1.

Lemma 6.3.4. The elements EN , FN , KN
commute with the algebra Uq.

Proof. Follows from Lemma 6.3.1 since [N ] = 0.
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Let λ be any 1-dimensional representation of the center of Uq. Denote by Jλ the

ideal in Uq generated by the elements c − λ(c) · 1 where c belongs to the center.

Since the elements EiF jK� span the algebra Uq (by PBW theorem) the quotient

algebra Uq/Jλ is finite-dimensional when qN = 1.

Theorem 6.3.5. There are no finite-dimensional irreducible modules of dimension

> N.

Proof. a) Assume first that there is a weight vector 0 �= v ∈ V such that Fv = 0.

Now the subspace spanned by the vectors v, Ev, E2v, . . . EN−1v is invariant under

the action of E,F, K,K−1 by the defining relations of Uq and by the fact that EN

commutes with everything, so by Schur’s lemma ENv = av for some a ∈ C. So if

the dimension of V is bigger than N we have a proper submodule, a contradiction,

since the module is irreducible.

b) Next we assume that there is no weight vector v such that Fv = 0. Because

the module is finite-dimensional there is at least one nonzero eigenvector v for K.

The subspace W spanned by the vectors v, Fv, F 2, . . . , FN−1v is clearly invariant

under F. It is also invariant under K, K−1 by Lemma 6.3.1. In addition,

E(F pv) = EF (F p−1v)

=
�

cq −
q−1K + qK−1

(q − q−1)2

�
(F p−1v)

= cqF
p−1v − q−1K + qK−1

(q − q−1)2
(F p−1v).

This shows that E(F pv) belongs to W when p > 0. The case p = 0 can be treated

using the observation v = const. × FNv. But since the module is irreducible we

must have W = V so that dimV ≤ N.

6.4 The Hopf algebra structure of Uq(sl(2))

We define a comultiplication and counit in Uq using the generators E,F, K and

K−1.

∆(E) = 1⊗ E + E ⊗K, ∆(F ) = K−1 ⊗ F + F ⊗ 1

∆(K) = K ⊗K, ∆(K−1) = K−1 ⊗K−1

�(E) = �(F ) = 0, �(K) = �(K−1) = 1.
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The antipode is defined by

S(E) = −EK−1, S(F ) = −KF, S(K) = K−1, S(K−1) = K.

Once the operations are fixed for the generators they are uniquely defined on all

elements in Uq by the homomorphism property of �,∆ and by the antiautomorphism

property of S. The only thing to check is that the mappings satisfy the axioms on

the generators and preserve the defining relations among the generators. We give

a couple of typical computions and leave the rest to the reader.

First, let us take a look at ∆. Let us show that ∆ preserves the relation

[E,F ] =
K −K−1

q − q−1
.

Starting from the left-hand-side we obtain

[∆(E),∆(F )]

= (1⊗ E + E ⊗K)(K−1 ⊗ F + F ⊗ 1)

−K−1 ⊗ F + F ⊗ 1)(1⊗ E + E ⊗K)

= K−1 ⊗ EF + F ⊗ E + EK−1 ⊗KF + EF ⊗K

−K−1 ⊗ FE −K−1E ⊗ FK − F ⊗ E − FE ⊗K

= K−1 ⊗ [E,F ] + [E,F ]⊗K

=
K−1 ⊗ (K −K−1) + (K −K−1)⊗K

q − q−1

=
∆(K)−∆(K−1)

q − q−1
= ∆(

K −K−1

q − q−1
)

An example of a calculation to show that ∆ is coassociative:

(∆⊗ id)∆(E) = (∆⊗ id)(1⊗ E + E ⊗K) = 1⊗ 1⊗ E + 1⊗ E ⊗K + E ⊗K ⊗K

= (id⊗∆)(1⊗ E + E ⊗K) = (id⊗∆)∆(E).

The axioms for the antipode: We give a sample calculation concerning the rela-

tion KEK−1 = q2E.

S(K−1)S(E)S(K) = K(−EK−1)K−1 = −q2EK−1 = q2S(E).

Exercise 6.4.1 Check the relations
�

(x) x�S(x��) =
�

(x) S(x�)x�� = �(x) · 1

when x is any of the generators E,F, K,K−1.



LIE ALGEBRAS AND QUANTUM GROUPS 117

Theorem 6.4.2. We have S2(u) = KuK−1
for any u ∈ Uq.

Proof. It suffices to check this for generators:

S2(E) = S(−EK−1) = −S(K−1)S(E) = KEK−1

S2(F ) = S(−KF ) = −S(F )S(K) = KFK−1

S2(K) = K = K(K)K−1.

The classical Lie algebra sl(2) acts on the polynomial algebra C[x, y] of two

commuting variables. Explicitly, we have

E = x∂y, F = y∂x, H = x∂x − y∂y

and it is easy to verify the Lie algebra commutation relations [E,F ] = H, [H,E] =

2E, [H,F ] = −2F. In the case of the quantum algebra Uq we construct an action

in the quantum plane A = Cq[x, y] of example 6.2.4. The generators are now

E(u) = x∂(q)
y u, F (u) = (∂(q)

x u)y

where the quantum derivations are defined by

∂(q)
x (xmyn) = [m]xm−1yn, ∂(q)

y (xmyn) = [n]xmyn−1.

The action of K is given by

K(xmyn) = qm−nxmyn

and K−1 is the inverse action.

We can check the commutation relations by a direct computation. For example,

[E,F ](xmyn) = E([m]xm−1yn+1)− F ([n]xm+1yn−1)

= ([m][n + 1]− [n][m + 1])xmyn =
K −K−1

q − q−1
(xmyn).

It is clear from the definitions that the homogeneous polynomials of order n

form an invariant subspace Vn. There is a highest weight vector v+ = xn with the

property Ev+ = 0 and Kv+ = qnv+. The dimension of Vn is equal to n + 1. Thus

the representation of Uq in Vn is equivalent to the highest weight representation

with highest weight λ = �qn with � = +1.
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Let us consider in detail the 2-dimensional representation in V1. In a basis where

K is diagonal we can write

K =
�

q 0
0 q−1

�
, E =

�
0 1
0 0

�
, F =

�
0 0
1 0

�
.

Next we define elements A, B,C, D ∈ U∗q by

u =
�

A(u) B(u)
C(u) D(u)

�

for u ∈ Uq. We denote by the same symbol the element of Uq and the 2× 2 matrix

representing in in V1.

Let H be the algebra generated by the elements A, B, C,D with the multiplica-

tion defined by the coproduct in Uq. For example, AB is the element in U∗q defined

by

(AB)(u) =
�

(u)

A(u�)B(u��).

The coproduct in H is defined as in the case of the quantum matrix algebra Mq(2),

∆
�

A B
C D

�
=

�
A B
C D

�
⊗

�
A B
C D

�
.

It is straightforward to check that the commutation relations of A, B, C,D which

follow from coproduct in Uq are exactly the same as the commutation relations of

a, b, c, d in SLq(2). In addition, we can define the counit as in SLq(2). To define the

antipode, we need to go to the quotient algebra H/(detq) where detq = AD−q−1BC.

The antipode satisfies

S(h)(u) = h(S(u))

for all u ∈ Uq and h ∈ H.

Exercise 6.4.3 Compute S(A) from the definition above.

Exercise 6.4.4 Show that BA = qAB. Hint: It is sufficient to evaluate both

sides for the basis elements u = EiF jK� for i, j = 0, 1, 2. (Why?)

One can also check that we have the duality relations

h(uv) = ∆(h)(u, v)

for h ∈ H and u, v ∈ Uq. Thus in some sense H is the dual algebra U∗q ; this

statement is not completely precise, since Uq is infinite dimensional and the dual
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U∗q is not strictly speaking a Hopf algebra since one cannot identify the algebraic

tensor product U∗q ⊗ U∗q as the space of bilinear functions on Uq. The latter space

contains the former, but is larger.

Exercise 6.4.5 Show that an element u ∈ Uq(sl(2)) is group-like if and only if

u = Kn for some n ∈ Z.

Exercise 6.4.6 Let q be real and positive. Show that E∗ = KF, F ∗ = EK−1, K∗ =

K determine a star algebra structure on Uq. What happens if q is complex?


