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1 Introduction

This thesis is intended to complement and extend the authors candidate
thesis, �The Hilbert transform� [Kos10]. This candidate thesis is not neces-
sarily a prerequisite, but the reader is expected to be familiar with the basic
theory of singular integral operators, as well as with complex and functional
analysis up to graduate level. The appendix at the end contains notes on
the notation and de�nitions used throughout the thesis.

We recall that the Hilbert transform of a su�ciently well-behaved func-
tion f on R was de�ned by the principal value integral

H f(x) =
1

π
p.v.

∫
R

f(x− t)
t

dt.

In [Kos10] we extended the domain of the Hilbert transform to the Lp-spaces
for 1 ≤ p <∞, and in fact showed that this operator is bounded in the sense
that ||H f ||p ≤ ||H ||p||f ||p for some constants ||H ||p whenever 1 < p <∞.
The �rst question we will address in this thesis is why the Lp-boundedness of
the Hilbert transform is of such fundamental importance. We will do this by
considering various other singular integral operators and relating their Lp-
norms to the norms of H by exact and approximate results. These include
the complex Riesz transform and its square, the Beurling transform. For
completeness we mention that the exact norms of the Hilbert transform on
the Lp-spaces are given by

||H ||p =

{
tan( π2p), 1 < p < 2

cot( π2p), 2 ≤ p <∞ , (1.1)

which is a result due to Pichorides [Pic72].

Of course, a reader might wonder what kind of applications the study of
mapping properties of singular integral operators might have, and it is why
the remaining sections will focus on showing some of the ways to apply this
theory. One of the classical applications of singular integrals may be found
in the �eld of elliptic partial di�erential equations, whose solvability often
crucially depends on estimates for the operator norms of related operators.
We will mostly focus on the Beltrami equation, or more appropriately, the
Lp-theory of the operators arising from it and its generalizations. We will
introduce and invert the complex and real-linear versions of these operators
under a uniform ellipticity assumption. The proofs of invertibility will be
using functional analytic methods based on, for example, the theory of the
Fredholm index. A major role in these proofs will be played by a compactness
result on commutators of Calderón-Zygmund integral operators with VMO-
functions, a result which is usually attributed to the papers of [CRW76] and
[Uch78]. After we are done inverting the basic cases, these results will be
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further generalized to the setting where the range of our functions is higher-
dimensional.

The last of our sections, Section 5, also extends many of the previous
results to the setting of Cli�ord analysis. Unlike in the previous sections,
we do not work on the complex plane but instead on the four-dimensional
algebra of quaternions. The main focus of this section will be the generaliza-
tion of the Cauchy and Beurling transforms to the quaternionic setting and
the Lp-theory of these generalized operators. As a result of these e�orts we
are able to solve a quaternionic version of the basic inhomogenous Beltrami
equation in the familiar Lp-space setting.

1.1 Acknowledgements

Although we claim that most of the results are original, a strong source of
guidance and inspiration has been the book of Astala, Iwaniec and Martin,
[AIM09]. It has certainly been a pleasure extending and recreating some of
the beautiful proofs of this book.

As the author, I would like to give special thanks to my advisor, professor
Tadeusz Iwaniec, who certainly picked out fertile ground for the growth of
this thesis. It is said that the greatest of advisors are able to direct their
students to topics that they can naturally �nd interest in and expand upon,
and I have been fortunate to be a part of this process. I would also like to
express my deepest of gratitudes to the support that I have received from
him outside of mathematics.

During the �nishing stages of the thesis I also received lots of sharp and
perceptive comments from the second reader, István Prause, whose contri-
bution is also greatly appreciated.

In closing I would like to thank my colleague Jarmo Jääskeläinen for
sharing his knowledge of the Beltrami equation during the discussions we
had, and giving useful advice on research in general. But for now, let us
proceed with the mathematics.

2 Multiplier operators

Recall that for L2-functions f the Hilbert transform satis�es a Fourier-
multiplier formula, i.e.

Ĥ f(ξ) = −i sgn(ξ)f̂(ξ).

This identity combined with Parseval's theorem shows that H is an isome-
try on L2(R,C) and hence also a bounded operator on this space. In general,
if we are given a function m in L∞(Rn), we may de�ne the associated mul-

tiplier operator Pm on L2(Rn,C) by the formula

P̂mf(ξ) = m(ξ)f̂(ξ).
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Such an operator is immediately seen to be linear, and the essential bound-
edness ofm will imply that Pm is a bounded operator on L2. Often, however,
the real question one wants to ask here is if Pm can be extended to a bounded
operator from Lp to itself for 1 < p < ∞. In general the question of char-
acterizing all multipliers m for which the associated operator is bounded on
Lp(Rn,C) remains unknown, although there are some conditions that have
been proven to be su�cient, such as the Mikhlin multiplier theorem ([Ste70],
page 96). The following immediate result will be of use to us later.

Theorem 2.1. Let m1,m2, · · · ∈ L∞ be a uniformly bounded sequence of

functions that converge to the function m pointwise almost everywhere. Then

for 1 < p <∞,

||Pm||p ≤ lim inf
n→∞

||Pmn ||p. (2.1)

Proof. Fix �rst p ≥ 2, and suppose without loss of generality that the right
hand side of (2.1) is �nite. By passing to a subsequence, we may assume
that ||Pmn ||p converges to some �nite value as n→∞. Let now f ∈ C∞0 be
given. We claim that

||Pmf − Pmnf ||p → 0

as n→∞. By the Hausdor�-Young inequality

||Pmf − Pmnf ||p ≤
∣∣∣∣∣∣(m−mn)f̂

∣∣∣∣∣∣
q
.

Now the uniform boundedness of the mn and dominated convergence show
that this converges to zero as n→∞. We conclude that

||Pmf ||p = lim
n→∞

||Pmnf ||p ≤ ||f ||p lim
n→∞

||Pmn ||p,

which gives (2.1). The case p < 2 is handled by a standard duality argument.

Some common singular integrals given by L2-multipliers include the Riesz
transforms de�ned as

Rjf(x) = cnp.v.

∫
Rn

(xj − yj)f(y)

|x− y|n+1
dy,

where cn = Γ((n + 1)/2)/π(n+1)/2 is a normalizing constant. The Riesz
transforms may be thought of as n-dimensional analogues of the Hilbert
transform, and each Rj is known to be given by the multiplier −iξj/|ξ|.

For a large part of the thesis the setting will be the complex plane, mostly
because the planar theory is more well-behaved than its n-dimensional ana-
logues, but also for the purpose of easy visualization (see for example Figures
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1 and 2). A singular integral of special interest to us will be the complex
Riesz transform de�ned by

Rf = R2 + iR1, (2.2)

where R1 and R2 are the two-dimensional Riesz transforms. We may calcu-
late the multiplier of R as

R̂f(ξ) =

(
−i ξ2

|ξ|
+
ξ1

|ξ|

)
f̂(ξ) =

ξ

|ξ|
f̂(ξ).

If we applyR twice we get an operator with multiplier ξ
2
/|ξ|2. This operator,

denoted by S, is called the Beurling transform and it may also be given by
the principal value integral

Sf(z) = − 1

π
p.v.

∫
C

f(ω)

(z − ω)2
dω.

The later sections will demonstrate the fundamental importance of the Beurl-
ing transform in applications to partial di�erential equations, but for now
we set the applications aside. Instead we will focus on the question of Lp-
boundedness of our operators. Sometimes just boundedness isn't enough
though; one often also needs the precise values of the Lp-operator norms.
For example the norms of the Riesz transforms are known to equal the norm
of the Hilbert transform, proven for example in [IM96], but the norms of
the complex Riesz transform still seem to be unknown, as is the case for
the Beurling transform. A conjecture of Tadeusz Iwaniec states that these
norms are given by

||S||p =

{ 1
p−1 , 1 < p < 2

p− 1, 2 ≤ p <∞ .

2.1 The operators Tk

Still working in the plane, we now explore a certain sequence of operators
whose multipliers converge pointwise a.e. to the multiplier ξ/|ξ| of the com-
plex Riesz transform. The main aim here is to apply Theorem 2.1 to obtain
bounds on the p-norms of R. Let us �rst de�ne for each angle θ the direc-

tional Hilbert transform by

Hθf(z) =
1

π
p.v.

∫
R
f(z − teiθ)dt

t
.

The �rst of our operators is de�ned by T1 = iHπ/2. If we use the notation

gθ(z) = g(eiθz) for any function g, then we may write

Hθ+π/2f = −i (T1(fθ))−θ ,
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which in fact shows that ||Hθ||p = ||T1||p for any θ and 1 < p < ∞. The
multiplier of T1 is then given by the computation

T̂1f(ξ) =

∫ ∞
−∞

∫ ∞
−∞

T1f(x, y)ei(ξ1x+ξ2y)dxdy

=

∫ ∞
−∞

eiξ1x
(∫ ∞
−∞

T1f(x, y)eiξ2ydy

)
dx

=

∫ ∞
−∞

eiξ1xsgn(ξ2)

(∫ ∞
−∞

f(x, y)eiξ2ydy

)
dx = sgn(ξ2)f̂(ξ),

which leads us to de�ne the multiplier m1(ξ) = sgn(ξ2). As the Fourier
transform obeys the formula

(̂fθ) = (f̂)θ

for any angle θ, we have as a corollary of the above calculation that

Ĥθf(ξ) = −im1(ie−iθξ)f̂ . (2.3)

Turning now to the question of Lp-boundedness, it naturally happens that
the p-norms of T1 and H agree, which is proven in [IM96] for example. This
also shows that the p-norms of the directional Hilbert transforms and H are
the same, which will turn out to be of value soon.

Let now k be a given positive integer. We denote by ε = eπi/k the 2k:th
root of unity. Let us also de�ne the angles θj = π(j + 1)/k − π/2 for
j = 0, 1, . . . , k − 1. Then we de�ne the operator Tk by

Tkf = iCk

k−1∑
j=0

ε−jHθjf, (2.4)

where Ck is a constant given by Ck = (1− ε−1)/2, so that |Ck| = sin(π/2k).
The multiplier mk of Tk is given by (2.3)

mk(ξ) = iCk

k−1∑
j=0

ε−j(−i)m1(ie−iθjξ) = Ck

k−1∑
j=0

ε−jm1(εk−j−1ξ),

but there is a simpler form available. Note that the function ε−jm1(εk−j−1ξ)
attains the value ε−j in the half-plane where Im(εk−j−1ξ) > 0 and−ε−j in the
opposite half-plane. The boundary of these half-planes is the line spanned by
εj+1−k. Collecting these lines for each j, we obtain k lines passing through
the origin that divide the complex plane into 2k sectors of equal angles,
which we denote by S0, S1, . . . , S2k−1 starting from the positive x-axis and
counting in the positive direction. By a geometric consideration (see Figure
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1 below) one veri�es that the value of mk in the sector Sj is the constant
given by

mk(ξ) = Ck

k−1∑
l=j

ε−l − Ck
j−1∑
l=0

ε−l = Ck

(
ε−j

εj−k − 1

ε−1 − 1
− ε−j − 1

ε−1 − 1

)

= Ck
ε−k + 1− 2ε−j

ε−1 − 1
= Ck

2ε−j

1− ε−1
= ε−j

for all ξ ∈ Sj .
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Figure 1: Illustration of the case k = 4.

Thus if we express ξ in polar coordinates, ξ = reiθ with 0 < θ < 2π, then
the value of mk at ξ is e−πil/k, where l is the unique integer such that
l/k ≤ θ < (l + 1)/k. This shows that the functions mk(ξ) indeed converge
to ξ/|ξ| pointwise almost everywhere as k →∞.

2.2 Upper bounds

We now seek upper estimates for the p-norms of the operators Tk. We denote
the p-norm of an operator T restricted to real-valued functions by ||T ||Rp . We
�rst concern ourselves with the operator T2, which may be written as

T2 =
1− i

2

(
H0 − iHπ/2

)
.

Let p ≥ 2, and a real-valued function f in Lp be given. The following
estimate is imminent

||T2f ||p =
1√
2
||H0f − iHπ/2f ||p =

1√
2
||(H0f)2 + (Hπ/2f)2||1/2p/2

≤ 1√
2

(
||(H0f)2||p/2 + ||(Hπ/2f)2||p/2

)1/2
=

1√
2

(
||H0f ||2p + ||Hπ/2f ||2p

)1/2 ≤ ||H ||p||f ||p.
This enables us to recover the estimate ||T2||Rp ≤ ||H ||p (extend to 1 < p < 2
by duality). In fact, we later show that this bound is optimal. But let us
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�rst concern ourselves with how this may be used to recover estimates for
the other operators Tk.

Let k ∈ Z+ be even, and ε be the 2k:th root of unity, so εk/2 = i. Note
that for even k we may write equation (2.4) in the form

Tk = iCk

k/2−1∑
j=0

ε−j(Hθj − iHθj+π/2).

Now each of the operators Hθj − iHθj+π/2 may be viewed as a rotation of
the operator H0 − iHπ/2, and thus we �nd the estimate

||Tk||Rp ≤ |Ck|
k/2−1∑
j=0

||H0 − iHπ/2||Rp ≤ sin
( π

2k

) k
2

√
2||H ||p.

As k → ∞, the utmost right hand side converges to π/(2
√

2)||H ||p, from
which we �nd the following estimate by Theorem 2.1

||R||Rp ≤
π

2
√

2
||H ||p. (2.5)

Another more straightforward estimate is

||Tk||p ≤ |Ck|
k−1∑
j=0

||Hθj ||p ≤ sin
( π

2k

)
k||H ||p ≤

π

2
||H ||p,

from which we get

||R||p ≤
π

2
||H ||p. (2.6)

These bounds for ||R||p are of course not optimal, as R is an isometry on L2

for example. But especially (2.5) is close, since we will soon �nd the lower
bound ||R||Rp ≥ ||H ||p, and π/(2

√
2) ≈ 1.11072. Note that (2.6) also implies

the boundedness of the Beurling transform, as in fact we get the estimate

||S||p ≤
π2

4
||H ||2p. (2.7)

Remark 2.1. Note that the bounds for the p-norms of the operator S in
(2.7) are also far from optimal. Plugging the exact values of the norms ||H ||p
as given by (1.1) shows that the right hand side of (2.7) is asymptotically
equivalent to p2 for large p, while the conjectured bounds (and the best
known bounds, [BJ08]) are linear in p.
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2.3 Lower bounds

We now try to �nd some lower bounds in a more general setting. Let TΩ be
any singular integral given by convolution against the kernel

KΩ(z) =
Ω(z/|z|)
|z|2

,

where Ω is some odd integrable function on the unit circle. The main aim of
this subsection is to provide a certain nontrivial lower bound for the operator
norms ||TΩ||p. Note that choosing Ω(z) = i

2πz gives the complex Riesz
transform, which we recall was de�ned by 2.2. The well-known method of
rotations gives us the integral representation

TΩ(f)(z) = −πi
2

∫ 2π

0
Ω(eiθ)Hθ(f)(z)dθ. (2.8)

To obtain our lower bound we would like to set some of the Hθf to be
equal. An educated guess leads us to investigate functions f of the form
f(x, y) = g(x+ y), where g is smooth and compactly supported on the real
line. For every −π/4 < θ < 3π/4 we have that cos(θ) + sin(θ) > 0 and thus
we �nd the identity

Hθf(x, y) =
1

π

∫ ∞
−∞

g(x+ y − (cos(θ) + sin(θ))t)
dt

t
= H g(x+ y).

We note that the right hand side indeed does not depend on θ. The problem
here is however that such a function f is almost never integrable, which
prompts us to use a limiting argument. The following theorem will be our
aim.

Theorem 2.2. Let Ω be an odd integrable function on the unit circle. Then

||TΩ||p ≥ π
∣∣∣∣∫
C

Ω(eiθ)dθ

∣∣∣∣ ||H ||p,
where C ⊂ ∂B(0, 1) is any semicircle.

Proof. Let g be as before, and choose k > 0 such that supp(g) ⊂ (−k, k).
Also de�ne for large enough R > 0 the strip

SR = {(x, y) ∈ R2 : |x− y| < R}

and the associated rectangle contained in SR

NR = {(x, y) ∈ R2 : |x− y| < R−R
3
4 , |x+ y| < 1

2
R

1
4 − k}.
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Figure 2: The strip SR and the rectangle NR.

To give some idea why we have chosen sets of this type, let h(x, y) = h̃(x+y)
be a function in R2, where h̃ is integrable on R. A change of variables shows
that ∫

SR

|h(x, y)|pdxdy =

∫ R

−R

∫ ∞
−∞

1

2
|h̃(t)|pdtds = R||h̃||pp,

and∫
NR

|h|pdxdy =

∫ R−R3/4

−R+R3/4

∫ 1
2
R1/4−k

− 1
2
R1/4+k

1

2
|h̃(t)|pdtds = (R−R

3
4 )||χRh̃||pp,

where χR is the characteristic function of the interval (−1
2R

1
4 + k, 1

2R
1
4 − k).

Nevertheless, both of these are asymptotically the same, i.e.

lim
R→∞

||χSR(x, y)h(x, y)||pp
R

= lim
R→∞

||χNR(x, y)h(x, y)||pp
R

= ||h̃||pp (2.9)

Denote as before f(x, y) = g(x+ y). Let us make the following claim.

Claim. For every θ in the interval −π/4 < θ < 3π/4 if R is chosen large
enough, speci�cally R1/2 > | cos θ + sin θ|−1, the directional Hilbert trans-
form Hθ of χSRf agrees with H g(x+ y) for (x, y) ∈ NR.

Proof of claim. Write �rst that

Hθ(χSRf)(x, y)

=
1

π

∫
R
χSR(x− t cos θ, y − t sin θ)g(x+ y − (cos θ + sin θ)t)

dt

t

=
1

π

∫
R
χSR

(
x− s cos θ

cos θ + sin θ
, y − s sin θ

cos θ + sin θ

)
g(x+ y − s)ds

s
.
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To check that this agrees with H g(x + y), it is su�cient to check that in
the last integral χSR does not vanish unless g vanishes. Let us thus assume
that g(x + y − s) does not vanish for some s. Along with the assumption
(x, y) ∈ NR we get the inequalities

|x+ y − s| < k, |x− y| < R−R
3
4 , |x+ y| < 1

2
R

1
4 − k,

and we are required to prove that

|(x− sa)− (y − sb)| < R,

where a = cos θ/(cos θ + sin θ) and b = sin θ/(cos θ + sin θ). This follows
from the estimate

|x− y − s(a− b)| = |x− y + (x+ y − s)(a− b)− (x+ y)(a− b)|

≤ R−R
3
4 + (k +

1

2
R

1
4 − k)|a− b|

= R+R
1
4

(
|a− b|

2
−R

1
2

)
,

where the last term is negative since

|a− b|
2

=

∣∣∣∣ cos θ − sin θ

2(cos θ + sin θ)

∣∣∣∣ ≤ | cos θ + sin θ|−1 < R
1
2 ,

where we have used the assumption that R was su�ciently large.
This concludes the proof of our claim, and we return to the proof of the

main theorem. Let us denote by TΩ,ε the operator given by

TΩ,εh = −πi
∫ 3π/4−ε

−π/4+ε
Ω(eiθ)Hθ(h)(z)dθ.

Note that (2.8) implies that

(TΩ − TΩ,ε)h

= −πi

(∫ −π/4+ε

−π/4
Ω(eiθ)Hθ(h)(z)dθ +

∫ 3π/4

3π/4−ε
Ω(eiθ)Hθ(h)(z)dθ

)
,

and from this we see that the operator norm of TΩ − TΩ,ε goes to zero as
ε → 0. Now for each ε > 0 the expression | cos θ + sin θ|−1 is bounded on
(−π/4 + ε, 3π/4− ε), and thus for R large enough we have, by the previous
claim, that

TΩ,ε(χSRf)(x, y) = −πi
∫ 3π/4−ε

−π/4+ε
Ω(eiθ)H g(x+ y)dθ

=

(
−πi

∫ 3π/4−ε

−π/4+ε
Ω(eiθ)dθ

)
H g(x+ y)
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for all (x, y) ∈ NR. Denote CΩ,ε = −πi
∫ 3π/4−ε
−π/4+ε Ω(eiθ)dθ. Now we may

estimate

||TΩ,ε||pp ≥
||TΩ,ε(χSRf)(x, y)||pp

||χSRf ||
p
p

≥
||χNR(x, y)TΩ,ε(χSRf)(x, y)||pp

R||g||pp

=
|CΩ,ε|p||χNR(x, y)H g(x+ y)||pp

R||g||pp
.

Taking the limit as R→∞, we �nd by (2.9) that

||TΩ,ε||pp ≥
|CΩ,ε|p||H g||pp

||g||pp
.

Taking the supremum over all g in C∞0 yields

||TΩ,ε||p ≥ |CΩ,ε|||H ||p,

and �nally letting ε go to zero shows that

||TΩ||p ≥ |CΩ|||H ||p, (2.10)

where

|CΩ| = π

∣∣∣∣∣
∫ 3π/4

−π/4
Ω(eiθ)dθ

∣∣∣∣∣ . (2.11)

Note that if we replace the function Ω(z) by Ω(eiφz) for some angle φ, we
get an operator of same norm but in this case

|CΩφ | = π

∣∣∣∣∣
∫ 3π/4+φ

−π/4+φ
Ω(eiθ)dθ

∣∣∣∣∣ ,
which shows that the domain of integration in (2.11) may be replaced by
any semicircle.

For TΩ equal to the complex Riesz transform we have that

|CΩ| =
1

2

∣∣∣∣∣
∫ 3π/4

−π/4
e−iθdθ

∣∣∣∣∣ = 1.

Since the Hilbert transform attains its maximum norm over a real-valued
function, g (and hence f) may be taken to be real-valued above. We have
thus proven our earlier claim that

||R||Rp ≥ ||H ||p. (2.12)
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Notice that if Ω is nonnegative on any semicircle, the inequality (2.10) be-
comes an equality as we also have the upper estimate

||TΩf ||p ≤
π||H ||p

2

∫ 2π

0
|Ω(eiθ)|dθ,

where we have used Minkowski's integral inequality. Especially the norms of
the planar Riesz transforms may be computed as

||R1||p = π||H ||p
∫ π/2

−π/2

1

2π
cos θdθ = ||H ||p

and similarly ||R2||p = ||H ||p.

We may now also prove our claimed equality ||T2||Rp = ||H ||p. Let us again
consider f(x, y) = g(x+ y), where g is compactly supported and real-valued
as before. We have for large R and (x, y) ∈ NR that T2(SRf)(x, y) =
−iH g(x+ y), and thus(

||T2||Rp
)p
≥ ||T2(χSRf)(x, y)||pp

||χSRf ||
p
p

≥ ||χNR(x, y)T2(χSRf)(x, y)||pp
R||g||pp

=
||χNR(x, y)H g(x+ y)||pp

R||g||pp
.

Letting R → ∞ and taking the supremum over real-valued g shows that
||T2||Rp ≥ ||H ||p, and since we proved the reverse inequality earlier this

shows indeed that ||T2||Rp = ||H ||p.

2.4 A curious identity

We have also found an interesting class of identities for each of our operators
Tk. Fix thus k and let ε denote the 2kth root of unity as usual. Recall the
decomposition of the complex plane into sectors S0, S1, . . . , S2k−1 such that
the multiplier mk of Tk is the constant ε−j in each sector Sj . Let us now
decompose L2(R2) into 2k subspaces given by

L2
j = {f ∈ L2 : f̂(ξ) = 0 for all ξ ∈ C \ Sj}.

Evidently each L2
j is a subspace of L2, and they are pairwise orthogonal as

the Fourier transform preserves the inner product in L2. We claim that these
spaces are also closed under multiplication, i.e. each one forms an algebra.
For this choose any f and g in L2

j . Note that

(̂fg)(ξ) = (f̂ ∗ ĝ)(ξ) =

∫
C
f̂(z)ĝ(ξ − z)dz.

13



The trick now is to notice that the sectors Sj are convex and closed under
homothety with respect to the origin, and thus we have the set equality

Sj + Sj = {s1 + s2 : s1, s2 ∈ Sj} = Sj

for each j. So if we are given ξ ∈ C \ Sj and z ∈ C, it follows that one of z
and ξ − z must also lie in C \ Sj , as their sum is ξ. Thus for ξ ∈ C \ Sj we
have that

(̂fg)(ξ) =

∫
C
f̂(z)ĝ(ξ − z)dz =

∫
C

0 dz = 0,

which proves that fg ∈ L2
j as wanted.

Since the subspaces L2
j are pairwise orthogonal and span L2, any function

f ∈ L2 may be decomposed as

f =
2k−1∑
j=0

fj ,

where each fj lies in L
2
j . Now notice that the operator Tk acts on L

2
j simply

by multiplying a given function with ε−j . It follows that

Tkf =
2k−1∑
j=0

Tkfj =
2k−1∑
j=0

ε−jfj .

Iterating this, we obtain

f =

2k−1∑
j=0

fj

Tkf =

2k−1∑
j=0

ε−jfj

T 2
k f =

2k−1∑
j=0

ε−2jfj

· · ·

T 2k−1
k f =

2k−1∑
j=0

ε−(2k−1)jfj .

Now we may express each fj in terms of Tk and f by the identity

2k−1∑
l=0

εjlT lkf =
2k−1∑
l,m=0

εjlε−lmfm =
2k−1∑
m=0

fm

2k−1∑
l=0

εl(j−m) = 2kfj ,

14



where we have used the property of the 2kth root of unity that

2k−1∑
l=0

εln =

{
2k, if 2k|n
0, otherwise

.

We now do one last technical computation before the main identity. Fix any
nonnegative integers m and N , and assume that the Nth power of each fj
is also in L2. Since each L2

j is an algebra, we may compute that

(2k)NTmk

2k−1∑
j=0

fNj

 = Tmk

2k−1∑
j=0

(2kfj)
N


=

2k−1∑
j=0

Tmk (2kfj)
N

=
2k−1∑
j=0

ε−jm(2kfj)
N

=

2k−1∑
j=0

ε−jm

(∑
l

εjlT lkf

)N

=

2k−1∑
j=0

ε−jm
∑

i1,...,iN

εj(i1+···iN )(T i1k f) · · · (T iNk f)

=
∑

i1,...,iN

(T i1k f) · · · (T iNk f)

2k−1∑
j=0

εj((i1+···iN )−m)

= 2k
∑

i1+···+iN≡m
(T i1k f) · · · (T iNk f),

where the last summation runs over all ordered sequences (i1, . . . , iN ) of
integers in [0, 2k − 1] for which i1 + · · · + iN ≡ m (mod 2k). Plugging in
m = 0 we obtain

(2k)N
2k−1∑
j=0

fNj = 2k
∑

i1+···+iN≡0

(T i1k f) · · · (T iNk f).

Plugging this back into the previous calculation we arrive at our identity

Tmk

 ∑
i1+···+iN≡0

(T i1k f) · · · (T iNk f)

 =
∑

i1+···+iN≡m
(T i1k f) · · · (T iNk f). (2.13)

A simple way to think of this equation is to introduce a dummy variable X
for which X2k = 1. We say that a formal sum of functions

2k−1∑
l=0

FlX
l

15



is a Tk -sum, if Fl = T lkF0 for each l. Then (2.13) says that any power
of a Tk -sum is again a Tk -sum. It is also possible to generalize the above
argument to show that products of Tk -sums are again Tk -sums, i.e. that the
identity

Tmk

 ∑
i1+···+iN≡0

(T i1k f
(1)) · · · (T iNk f (N))

 =
∑

i1+···+iN≡m
(T i1k f

(1)) · · · (T iNk f (N))

holds for any N su�ciently well-behaved functions f (1), . . . , f (N). The equa-
tion (2.13) contains quite a lot of identities in it. For example, setting
k = m = N = 1 we obtain

T1(f2 + (T1f)2) = 2fT1f,

which, in accordance with the de�nition T1 = iHπ/2, is equivalent to a well-
known identity for the Hilbert transform,

f2 + (H f)2 = 2H (fH f).

In fact, a classical proof of the boundedness of H on the Lp-spaces relies
on this identity to �nd (from the L2-boundedness of H ) a bound on ||H ||p
for each p of the form p = 2n, n a positive integer. The p-norm estimates
obtained in this way turn out to be optimal for p = 2n, see (1.1) for these
exact norms. Unfortunately for us, the rest of our identities do not seem to
provide any bounds on the p-norms of the higher order operators Tk, k ≥ 2.

3 Fredholm theory

In this short section we recall some results on the Fredholm index from func-
tional analysis. The results we need are not too di�cult and thus they are
stated without proof. A more curious reader is referred to the book on func-
tional analysis by John B. Conway, [Con90], where the facts are proven for
Hilbert spaces in a way not too di�cult to generalize to our setting.

We assume throughout the section that X and Y are Banach spaces. Let
B(X,Y ) denote the space of bounded operators between X and Y , where
we always assume that an operator is linear (with respect to the given scalar
�eld). Recall that a subset of a topological space is said to be relatively com-
pact if its closure is compact. We then de�ne that an operator T : X 7→ Y
is compact if it maps the unit ball (or equivalently every bounded set) in X
to a relatively compact set in Y . One of the immediate results is that the
compact operators form a closed ideal in the algebra B(X,Y ).

A bounded operator A : X 7→ Y is called left semi-Fredholm if there exists
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a bounded operator B and a compact operator K such that BA = 1 + K,
where 1 denotes the identity operator. Right semi-Fredholm operators are
de�ned analogously, and Fredholm operators are those which are both left
and right semi-Fredholm. We let F(X,Y ) ⊂ B(X,Y ) denote the space of
Fredholm operators from X to Y . There is an alternate characterization of
Fredholm operators: They are those bounded operators whose kernel and
cokernel are both �nite-dimensional. Thus for a Fredholm operator T we
may de�ne the Fredholm index by

indT = dim kerT − dim cokerT.

The main result we will need is the following continuity property.

Theorem 3.1. The map T 7→ indT is a continuous map from the space

F(X,Y ) of Fredholm operators to the integers Z equipped with the discrete

topology, i.e. it is constant in each component of F(X,Y ).

4 The Beltrami equation

Let us de�ne for a C1-function f : C 7→ C the Cauchy-Riemann complex
derivatives fz and fz by

fz =
1

2
(fx − ify) and fz =

1

2
(fx + ify).

The naming stems from the fact that the equation fz = 0 is equivalent with
the Cauchy-Riemann equations for holomorphic functions.

In complex function theory we are often concerned about mapping proper-
ties of given or unknown functions. One of these properties is the notion of
quasiconformality, which in a nutshell means that our function f maps small
circles to ellipses with a uniform bound on the ratio between the longer and
shorter axes. As our mapping is of C1-class this condition may be written
as the distortion inequality

max|v|=1 |Df(z)v|
min|v|=1 |Df(z)v|

≤ K <∞, (4.1)

where K is not dependant on the chosen point z. In terms of complex deriva-
tives one sees that max|v|=1 |Df(z)v| = |fz(z)|+|fz(z)| and min|v|=1 |Df(z)v| =
||fz(z)| − |fz(z)||. Assuming further that our mapping f is orientation-
preserving leads to Jf (z) = detDf(z) = |fz|2 − |fz|2 ≥ 0, and hence the
inequality (4.1) takes the form

|fz(z)|+ |fz(z)|
|fz(z)| − |fz(z)|

≤ K <∞ or
|fz(z)|
|fz(z)|

≤ K − 1

K + 1
< 1.
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We may now de�ne more generally that a homeomorphism f : Ω 7→ Ω′ be-
tween planar domains is quasiconformal if it has distributional partial deriva-
tives locally in L2 and its complex derivatives satisfy the almost everywhere
bound

|fz| ≤ k|fz|

for some k < 1. This condition is equivalent with f solving the so-called
Beltrami equation

fz = µfz, (4.2)

where µ, called the complex dilatation of f , is some measurable function that
satis�es the condition ||µ(z)||∞ < 1. This geometrically pleasing description
of the Beltrami equation should be enough to motivate the attention we will
give it in the future. But it should also be mentioned that the study of this
equation is of fundamental importance in quasiconformal geometry. For an
introduction to the subject see the classical book by Ahlfors, [Ahl66]. We
will instead constrain ourselves to the inhomogenous equation

fz − µfz = h,

whose solvability question we will address using theory that should be famil-
iar to the reader by now. Indeed, as with di�erential equations in general,
this question will be reduced to the invertibility of a certain operator. In
this case the operator will involve a singular integral we have already met
before, the Beurling transform.

Let us thus begin a more rigorous study of the Beurling transform, which we
de�ne originally only for functions in C∞0 via the principal value integral

Sf(z) = − 1

π
lim
ε→0

∫
|z−ω|>ε

f(ω)

(z − ω)2
dω.

Our �rst concern is to check that this coincides with the Fourier multiplier
de�nition given before in Section 2. For f ∈ C∞0 we may use Green's formula
to compute that

Sfz(z) = − 1

π
lim
ε→0

∫
|z−ω|>ε

fz(ω)

(z − ω)2
dω

=
i

2π
lim
ε→0

∫
∂B(z,ε)

f(ω)

(z − ω)2
dω

= − i

2π
lim
ε→0

∂

∂z

∫
∂B(z,ε)

f(ω)

z − ω
dω,

where we have disregarded the fact that the domains C \ B(z, ε) are un-
bounded since f vanishes at a neighbourhood of in�nity. Another application
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of Green's formula shows that

− i

2π
lim
ε→0

∂

∂z

∫
∂B(z,ε)

f(ω)

z − ω
dω = lim

ε→0

∂

∂z

(
f(z) +

1

π

∫
B(z,ε)

fz(ω)

z − ω
dω

)

= fz(z) +
1

π
lim
ε→0

∫
B(0,ε)

fzz(z + ω)

ω
dω

= fz(z),

and hence Sfz = fz.

In view of the identities (̂fz)(ξ) = πiξf̂(ξ) and (̂fz)(ξ) = πiξf̂(ξ) we have
just proven that

Ŝfz =
ξ

ξ
f̂z(ξ) =

ξ
2

|ξ|2
f̂z(ξ)

as expected. It is also not a problem that we have only veri�ed this multiplier
identity for functions of the form fz, where f ∈ C∞0 . Indeed, if g lies in the
L2-orthogonal complement of {fz : f ∈ C∞0 }, then

∫
fzg = 0 for all f ∈ C∞0 ,

and hence g satis�es the equation gz = 0 in the weak sense. But then Weyl's
lemma implies that g is holomorphic. The only holomorphic function in L2

is the constant zero, which implies that g = 0 and hence that {fz : f ∈ C∞0 }
is dense in L2. Thus we �nd that

Ŝg(ξ) =
ξ

2

|ξ|2
ĝ(ξ)

for all g ∈ C∞0 .
It now immediately follows that S is an L2-isometry on C∞0 and thus may

be uniquely extended to an isometry on the whole L2. As we have proven
before, S may also be extended to be bounded on Lp for 1 < p < ∞. The

multiplier of S is even, which further implies the identity S−1f = Sf and
the fact that S is symmetric, i.e.∫

C
Sf(z)g(z)dz =

∫
C
f(z)Sg(z) (4.3)

for f, g ∈ C∞0 . By continuity we may extend this identity to f ∈ Lp and
g ∈ Lq, where p and q are Hölder conjugates.

Let us now assume that f is locally integrable and that it has distributional
partial derivatives in Lp. Now for any g ∈ C∞0 ,∫

C
(Sfz)g =

∫
C
fzSg = −

∫
C
f∂zSg = −

∫
C
fgz =

∫
C
fzg.

Note that the second equality does not immediately follow from the de�nition
of distributional derivatives, as Sg may lack compact support and thus might
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not be a valid test function. To justify this equality one should approximate
Sg with a suitable sequence of C∞0 -functions, but we will trust the reader to
�ll in the details.

The previous computation now shows that the identity

Sfz = fz (4.4)

also holds when the complex derivatives are taken in the distributional sense
with the same assumptions as above on f .

Theorem 4.1. Let us de�ne the maximal Beurling transform S∗ by

S∗f(x) = sup
ε>0

∣∣∣∣∣ 1π
∫
|z−ω|>ε

f(ω)

(z − ω)2
dω

∣∣∣∣∣ . (4.5)

Then S∗ : Lp 7→ Lp is a bounded map.

Proof. There is a surprisingly simple proof available, found not too long ago
by Mateu and Verdera in [MV06]. First we need to calculate the Beurling
transform of a particular function, namely the characteristic function of a
disc B(a, r). In view of (4.4) it su�ces to �nd a nice enough function g such
that gz = χ

B(a,r). It is not hard to come up with

g(z) =

{
z − a, z ∈ B(a, r)
r2/(z − a), z /∈ B(a, r)

,

which we may then use to calculate that

SχB(a,r) = gz = − r2

(z − a)2
χC\B(a,r).

This and (4.3) let us produce the remarkable identity

− 1

π

∫
|z−ω|>ε

f(ω)

(z − ω)2
dω =

1

πε2

∫
C
S(χB(z,ε))f =

1

|B(z, ε)|

∫
B(z,ε)

Sf,

from which it is immediately clear that

S∗f(z) ≤MSf(z),

whereM denotes the Hardy-Littlewood maximal function, which is known
to be bounded on Lp for 1 < p < ∞. Thus the boundedness of S∗ follows
from the already proven boundedness of S.

Theorem 4.2. Let µ ∈ C∞0 . Then the operator [µ,S] = µS−Sµ is compact

from Lp to itself, where 1 < p <∞.
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Proof. We �rst refer to the Kolmogorov-Riesz (or Frechet-Kolmogorov) the-
orem, which characterizes relative compactness in Lp-spaces. A set F is
relatively compact in Lp(Rn) if and only if the following three properties are
ful�lled

1. F is bounded in Lp(Rn).

2. For every ε > 0 there exists R > 0 so that for all f ∈ F(∫
|x|>R

|f(x)|pdx

) 1
p

< ε.

3. For every ε > 0 there exists δ > 0 so that for all f ∈ F and h ∈ Rn
with |h| < δ: (∫

Rn
|f(x+ h)− f(x)|pdx

) 1
p

< ε.

Our set of interest is of course the image of the unit ball in Lp under the
operator [µ,S]. To prove these three properties for this set we follow a
framework laid out by A. Uchiyama in [Uch78]. Let us �rst choose positive
constants R,K and L such that |µ(z)| ≤ KχB(0,R) and |µ(z + h)− µ(z)| ≤
L|h| for all z, h ∈ C. We notice that the �rst condition readily follows from
the boundedness of S, and for the second one it su�ces to estimate that for
|z| > 2R:

|[µ,S]f(z)| = 1

π

∣∣∣∣p.v. ∫ µ(z)− µ(ω)

(z − ω)2
f(ω)dω

∣∣∣∣
=

1

π

∣∣∣∣∣
∫
|ω|<R

µ(ω)

(z − ω)2
f(ω)dω

∣∣∣∣∣
≤ K

π(|z| −R)2

∫
|ω|<R

|f(ω)|dω

≤ C1|z|−2||f ||p.

The proof of the third condition is a little more involved. Let ε > 0, and
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notice �rst the identity

[µ,S]f(z + h)− [µ,S]f(z)

=
1

π
p.v.

∫
µ(z)− µ(ω)

(z − ω)2
f(ω)dω

− 1

π
p.v.

∫
µ(z + h)− µ(ω)

(z + h− ω)2
f(ω)dω

=− 1

π

∫
|z−ω|>ε−1|h|

µ(z + h)− µ(z)

(z − ω)2
f(ω)dω

− 1

π

∫
|z−ω|>ε−1|h|

(µ(ω)− µ(z + h))

(
1

(z − ω)2
− 1

(z + h− ω)2

)
f(ω)dω

+
1

π
p.v.

∫
|z−ω|<ε−1|h|

µ(z)− µ(ω)

(z − ω)2
f(ω)dω

− 1

π
p.v.

∫
|z−ω|<ε−1|h|

µ(z + h)− µ(ω)

(z + h− ω)2
f(ω)dω.

Now the �rst term is bounded by

L|h|S∗f(z),

whose Lp norm goes to zero at a rate independent of f due to Theorem 4.1.

The second term is dominated by

C2|h|
∫
|z−ω|>ε−1|h|

|z − ω|−3|f(ω)|dω.

We may estimate the Lp-norm of this expression with Minkowski's integral
inequality:

C2|h|

(∫
C

(∫
|ω|>ε−1|h|

|ω|−3|f(z + ω)|dω

)p
dz

) 1
p

≤ C2|h|
∫
|ω|>ε−1|h|

|ω|−3

(∫
C
|f(z + ω)|pdz

) 1
p

dω

= C2|h|||f ||p
∫
|ω|>ε−1|h|

|ω|−3dω

= C3ε||f ||p.

In the same vein we �rst bound the third term by

L

π

∫
|z−ω|<ε−1|h|

|z − ω|−1|f(ω)|dω,
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and do essentially the same integration to obtain a bound of

C4ε
−1|h|||f ||p.

This technique also applies to the fourth term after changing the domain
of integration a little. Indeed, after the initial estimate of passing absolute
values inside the integral we may enlarge the domain of integration to the
set {ω : |z + h− ω| < (1 + ε−1)|h|} and thus obtain the bound of

C4(1 + ε−1)|h|||f ||p.

Taking |h| small enough we �nally �nd that

||[µ,S]f(z + h)− [µ,S]f(z)||p ≤ C5ε||f ||p,

from which we may conclude that the third condition holds, so [µ,S] is
compact.

This theorem also has several extensions. One might for example want to
replace S with other operators. The case of a general Calderón-Zygmund
operator is handled in [Uch78]. Another operator we will need this result

for is S−1, for which it easily follows from the identity S−1f = Sf and the
fact that f 7→ f is an isometric homeomorphism of Lp for any p. Another
way to generalize is to get rid of some of the assumptions on µ by a density
argument. The right space to consider happens to be BMO, the space of
functions of bounded mean oscillation, i.e. of bounded BMO-norm

||µ||BMO = sup
D

1

|D|

∫
D
|µ− µD|,

where the supremum is taken over all discs D ⊂ C and µD = 1/|D|
∫
D µ.

Usually we also quotient out by constant functions, so that BMO will be-
come a Banach space. The following theorem is due to Coifman, Rochberg
and Weiss, [CRW76].

Theorem 4.3. Let µ ∈ BMO. Then [S, µ] is bounded on Lp for 1 < p <∞
with

||[S, µ]||p ≤ Ap||µ||BMO,

where Ap only depends on p.

Let VMO denote the completion of the space C∞0 under the BMO-norm.
Then given µ ∈ VMO we may choose a sequence (µn) ⊂ C∞0 converging to
µ in BMO. The preceding theorem shows that

||[S, µ]− [S, µn]||p = ||[S, µ− µn]||p ≤ Ap||µ− µn||BMO.

It follows that [S, µn]→ [S, µ] in Lp as n→∞. Since the compact operators
form a closed subspace, we conclude that [S, µ] is compact. This holds in
particular when µ is continuous and vanishes at in�nity.
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4.1 Solving the equations

Let us now show the fruits of the preceding computations. Consider again
the di�erential equation fz − µfz = h. We use the method presented in
[AIM09] to show the existence and uniqueness of a solution in some sense,
utilizing both the previous theorem and the results on the Fredholm index.
We assume that ||µ||∞ < 1 with the additional condition that µ ∈ C0. Re-
call that the condition ||µ||∞ < 1 was imposed because of the relation to
quasiconformal mappings. This condition is also related to the notion of
ellipticity for partial di�erential operators which we explore more precisely
later. The di�erential operator ∂z − µ∂z happens to be (uniformly) elliptic
exactly when we have the almost everywhere bound |µ| ≤ k < 1 or (by sym-
metry) |µ| ≥ k > 1.

We will look for solutions in the Lp-setting, so we take h to be in Lp for
some p, assuming p ≥ 2 for the moment. Let us denote fz = ω, so that
f may be reconstructed up to an analytic function if we know ω. Using
identity (4.4) the associated equation for ω becomes ω−µSω = h, where we
recall the Beurling transform S. We shall look for solutions in Lp so that
the question reduces to the invertibility of the operator 1 − µS. The usual
method of Neumann series seems inviting, but there is no guarantee that
||µS||p < 1. Instead we will settle for the partial sums Pn =

∑n
k=0(µS)k

of the Neumann series for µS. These partial sums should at least be good
approximations to an inverse of 1− µS. Indeed,

Pn−1(1− µS) = (1− µS)Pn−1 = 1− (µS)n = 1− µnSn +K,

where K can be written as a �nite sum of products containing the commu-
tator [µ,S], and thus is compact by a combination of Theorem 4.2 and the
fact that the set of compact operators is an ideal. We deduce that 1− µS is
a Fredholm operator if 1−µnSn is invertible for some n. For the invertibility
we again apply the Neumann series, so that it is enough to prove that

||µnSn||p → 0 as n→∞. (4.6)

The estimate ||µnSn||p ≤ ||µ||n∞||Sn||p is imminent, but there is no obvi-
ous way to see that the norms of Sn grow slower than exponentially. This
is, however, an immediate consequence of the following theorem stated as
Corollary 4.5.1 in [AIM09].

Theorem 4.4. Let 1 < p < ∞. Then for any n ∈ Z the nth iterate of the

complex Riesz transform satis�es:

||Rn||p ≤ Cp(1 + n2),

where Cp only depends on p.
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But we also remark that there is another relatively simple proof of (4.6) us-
ing the spectral radius theorem as soon as the spectral radius of S is known
to equal one.

Thus 1 − µS is shown to be Fredholm, hence invertibility becomes equiv-
alent to the fact that both the kernel and the Fredholm index are zero. To
compute the index we refer to Theorem 3.1, i.e. the continuity of the Fred-
holm index. For 0 ≤ t ≤ 1 we may replace µ by tµ above to �nd that the
operator 1− tµS is Fredholm. This gives a continuous path between 1− µS
and the identity operator, which shows that the index is indeed zero.

To prove that the kernel is trivial we �rst note that if p ≥ 2 and ω is a
solution in Lp to the equation

ω = µSω,

then ω has compact support since µ does. Thus ω is also in L2. But S is an
isometry in L2 so we obtain

||ω||2 = ||µSω||2 ≤ ||µ||∞||ω||2.

Since ||µ||∞ < 1 we must have ||ω||2 = 0, so that ω = 0 a.e. and we are done.

We now know that 1 − µS is invertible on Lp whenever p ≥ 2. Note that
then also

1− Sµ = S(1− µS)S−1

is invertible on Lp since S is.

There is no reason why we should restrict ourselves to the case p ≥ 2. Let
therefore 1 < q ≤ 2 and denote by p its Hölder conjugate. We use a type
of duality argument, which will of course be based on the Riesz representa-
tion theorem (Theorem 6.16 in [Rud66]) which says that Lp and Lq are dual
spaces of each other. To solve the equation

(1− µS)ω = h

in Lq it is enough to �nd ω such that

〈f, (1− µS)ω〉 = 〈f, h〉 (4.7)

holds for every f ∈ Lp, where we have denoted by 〈f1, f2〉 =
∫
C f1f2 the

duality pairing. Consider the continuous linear functional on Lp given by

f 7→
〈
(1− Sµ)−1f, h

〉
.
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As we have seen, 1 − Sµ is invertible on Lp so by the open mapping theo-
rem the inverse is bounded. Hölder's inequality now shows that this linear
functional is also continuous, so there exists some ω ∈ Lq so that〈

(1− Sµ)−1f, h
〉

= 〈f, ω〉 (4.8)

holds for all f ∈ Lp. Let us check that ω satis�es (4.7). Using the symmetry
properties of S and the identity (4.8), we see that

〈f, (1− µS)ω〉 = 〈f, ω〉 − 〈µf,Sω〉
= 〈f, ω〉 − 〈Sµf, ω〉
= 〈(1− Sµ)f, ω〉
=
〈
(1− Sµ)−1(1− Sµ)f, h

〉
= 〈f, h〉

as wanted. We conclude that 1 − µS is also invertible on Lq. Let us sum-
marize the previous results in the form of the following theorem.

Theorem 4.5. Let µ be a C0-function satisfying the uniform bound |µ| ≤
k < 1 and h be a given function in Lp for some 1 < p < ∞. Then the

equation

fz = µfz + h

admits a solution f with fz ∈ Lp that is unique up to an additive constant.

To avoid confusion about originality we stress that this theorem and its proof
as presented above are taken from the book [AIM09]. However, for us this
result acts as a stepping stone to its generalizations, and as far as our knowl-
edge is concerned, the results that follow are our own.

We will now consider the more general Beltrami equation given as

fz − µfz − νfz = h,

where µ and ν are in C0 with the uniform bound |µ(z)|+ |ν(z)| ≤ k < 1. The
reason for this form is that it captures the general quasilinear equation fz =
H(z, fz), where H is real linear in the second component. The expression
|µ(z)| + |ν(z)| also happens to be the norm of the linear transformation
ξ 7→ H(z, ξ) = µ(z)ξ + ν(z)ξ, which is easy to verify.

We assume again h ∈ Lp for 1 < p < ∞. The same substitution ω = fz
reduces this to the invertibility of 1−µS−νS, where S denotes the operator
given by Sf = Sf . We prove the following theorem.

Theorem 4.6. Let µ and ν be as before and 1 < p < ∞. Then the (R-
linear) operator 1− µS − νS is invertible on Lp, and hence for each h ∈ Lp
the equation

fz − µfz − νfz = h

admits a solution f with fz ∈ Lp that is unique up to an additive constant.
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It should be remarked that later we will prove an analogue of this theorem
in a higher dimensional setting. The proof will actually be shorter but the
assumption |µ|+ |ν| ≤ k < 1 will have to be tightened to ||µ||∞+ ||ν||∞ < 1.

Proof. Let us begin with the case p ≥ 2. Note that S fails to be a C-linear
operator since it is conjugate-linear instead of linear (i.e. Sαf = αSf for
scalars α). This motivates us to look for a right inverse to 1 − µS − νS in
the form

h 7→ Th+Rh,

where T and R are unknown operators on Lp. This is equivalent with

(1− µS − νS)(Th+Rh) = h

⇔ (1− µS)Th+ (1− µS)Rh− νSTh− νSRh = h.

The linear and conjugate-linear terms should be treated seperately so that
we get the system of equations{

(1− µS)Rh− νSTh = 0

(1− µS)Th− νSRh = h
.

From the �rst equation we �nd that Rh = (1 − µS)−1νSTh and plugging
this in the second one gives

(1− µS − νS(1− µS)−1νS)Th = h,

so that the existence of T and R is reduced to the Lp-invertibility of the
operator

M = 1− µS − νS(1− µS)−1νS.

Now due to the identities

Sf = S−1f and (1− µS)−1f = (1− µS−1)−1f

we may calculate the conjugates to get

M = 1− µS − νS−1(1− µS−1)−1νS.

Let us prove that M is Fredholm. First of all since

M = 1− µS − ν(1− S−1µ)−1ν + νS−1(1− µS−1)−1[S, ν]

we might as well ask if

M2 = 1− µS − ν(1− S−1µ)−1ν

is Fredholm. We start by proving that M2 is right semi-Fredholm. Let

M3 = M2(1− S−1µ) = 1− µS − S−1µ+ µµ− νν +K1,
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where K1 = ν(1−S−1µ)−1[1−S−1µ, ν] is compact. If now τ = 1 +µµ− νν
then

|τ | ≥ 1− |µ|2 − |ν|2 ≥ 1− k2 > 0

holds everywhere and hence 1/τ is well-de�ned and continuous. We now
show that

M4 = (M3 −K1)
1

τ
= 1− (µS + S−1µ)

1

τ

is Fredholm by a same type of Neumann series argument as for the invert-
ibility of 1− µS. Fix thus n su�ciently large, and we are to show that the
operator

1−
(

(Sµ+ µS−1)
1

τ

)n
is invertible. Note that commutators of S and S−1 with µ, and µ are compact
by Theorem 4.2. The commutators with 1/τ are also compact as 1/τ − 1 is
in C0. Consequently we may write(

(Sµ+ µS−1)
1

τ

)n
= M5 +K2,

whereK2 is compact andM5 contains the terms after the binomial expansion
rearranged into the form

1

τn
µmµn−mSN ,

where |N | ≤ n. There are 2n of these terms and by Theorem 4.4 we may
dominate the norm of each term by

||(1/τn)µmµn−mSN ||p ≤ ||µmµn−m/τn||∞Cp(1+4N2) ≤ |||µ|/τ ||n∞Cp(1+4n2).

This leads to the estimate

||M5||p < Cp(1 + 4n2)2n|||µ|/τ ||n∞.

It remains to show that 2|||µ|/τ ||∞ < 1 so that this will decay to zero. But

2|µ|
τ

=
2|µ|

1 + |µ|2 − |ν|2

≤ 2|µ|
1 + |µ|2 − (k − |µ|)2

=
2|µ|

1− k2 + 2k|µ|

≤ 2k

1 + k2

< 1
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since |µ| + |ν| ≤ k < 1. This shows that M2 is right semi-Fredholm. The
fact that it is left semi-Fredholm is analogous. Indeed, note that

M6 = (1− S−1µ)M2 = 1− µS − S−1µ+ |µ|2 − |ν|2 +K3,

where K3 = [ν, 1−µS−1](1−µS−1)−1ν+S−1[µµ,S] is again compact. Now
note that

1

τ
(M6 −K3) = 1− 1

τ
(µS + S−1µ) = M4 + [(Sµ+ µS−1), 1/τ ].

But M4 was already shown to be Fredholm, so we conclude that M6 and
thus M2 is left semi-Fredholm. We have �nally proven that M is Fredholm.
It is again legitimate to replace µ and ν by tµ and tν for 0 ≤ t ≤ 1, which
gives a continuous path between M and the identity, so that M has index
zero. It remains to prove that the kernel of M is trivial. Let us recall the
original de�nition of M , which can be written as

M = 1− µS − νS(1− µS)−1νS
= (1− µS − νS)(1 + (1− µS)−1νS)

= (1− µS − νS)(1− µS)−1(1− µS + νS).

Thus if it is shown that (1 − µS − νS)ω = 0 implies ω = 0, then Mω = 0
implies ω = 0 as well. Assume therefore that

ω = µSω + νSω

for some ω ∈ Lp. From the assumption that µ and ν are in C0 we see that
ω has compact support and hence lies in L2. Now we have the estimate∫

|ω|2 =

∫
|µSω + νSω|2 ≤

∫
(|µ||Sω|+ |ν||Sω|)2 ≤ k2

∫
|ω|2,

from which we see that ω = 0 as wanted. Thus M has trivial kernel.
We �nally get that T and R from before are well-de�ned, and hence for

each h ∈ Lp we �nd a solution ω ∈ Lp to (1− µS − νS)ω = h. Since in the
process we actually proved that 1−µS − νS has trivial kernel, this operator
is now known to be invertible for every p ≥ 2.

Now to extend this to Lq for 1 < q ≤ 2. Consider again two bounded
operators T ′, R′ : Lp 7→ Lp. Then

f 7→
〈
T ′f, h

〉
+
〈
R′f, h

〉
is a continuous linear functional on Lp, so there exists ω ∈ Lq such that〈

T ′f, h
〉

+
〈
R′f, h

〉
= 〈f, ω〉 (4.9)
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for all f . We would now like to determine T ′ and R′ so that (4.9) implies
that 〈

f, (1− µS − νS)ω
〉

= 〈f, h〉

for all f ∈ Lp. We use the symmetry properties of S repeatedly to calculate
that〈
f, (1− µS − νS)ω

〉
= 〈(1− Sµ)f, ω〉 −

〈
νf,S−1ω

〉
= 〈(1− Sµ)f, ω〉 −

〈
S−1νf, ω

〉
=
〈
T ′(1− Sµ)f, h

〉
+
〈
R′(1− Sµ)f, h

〉
−
〈
S−1νf, ω

〉
=
〈
T ′(1− Sµ)f, h

〉
+
〈
R′(1− Sµ)f, h

〉
−
〈
T ′ S−1νf, h

〉
−
〈
R′ S−1νf, h

〉
So we must have that{

R′(1− Sµ)− T ′ S−1ν = 0

T ′(1− Sµ)−R′ S−1ν = 1
.

From the �rst equation we get R′ = T ′ S−1ν(1−Sµ)−1 and plugging this in
the second one gives

T ′(1− Sµ− S−1ν(1− Sµ)−1S−1ν) = 1.

Thus we are again at a question of invertibility. Note the analogy with the
basic Beltrami equation: To solve it in Lp we had to invert 1 − µS and to
solve it in Lq we had to invert 1− Sµ. We �rst calculate that

1− Sµ− S−1ν(1− Sµ)−1S−1ν = 1− Sµ− Sν(1− S−1µ)−1S−1ν. (4.10)

As with proving the invertibility of 1− Sµ, we conjugate M with S to get

SMS−1 = S(1− µS − νS−1(1− µS−1)−1νS)S−1

= 1− Sµ− SνS−1(1− µS−1)−1ν

= 1− Sµ− Sν(S − µ)−1ν

= 1− Sµ− Sν(1− S−1µ)−1S−1ν.

Now we are done, since the last expression only di�ers from (4.10) by a
replacement of ν by ν. Thus even our generalized equation is solvable in Lp

for 1 < p <∞, as long as there is su�cient global regularity for µ and ν.
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4.2 Ellipticity

We now brie�y turn our attention to the concept of ellipticity that previously
manifested itself as the conditions ||µ||∞ < 1 and || |µ| + |ν| ||∞ < 1. For
a more ample discussion of the subject see [AIM09], Chapter 7. Ellipticity
itself is a property that is satis�ed by speci�c di�erential operators

L =
∑
|α|≤m

Aα
∂|α|

∂α1
1 · · · ∂

αk
k

acting on functions of k real variables valued in a space E which for us will be
Rn or Cn. The coe�cients Aα are at the moment constant real or complex
matrices. Such an operator is said to be elliptic if the so-called principal
symbol

P(ζ) =
∑
|α|=m

ζαAα : E 7→ E

is invertible for all ζ ∈ Rk \ {0}. In the case where the matrices Aα are
allowed to depend on the variables x1, . . . , xk one has to be more careful.
We say that two elliptic operators

L0 =
∑
|α|≤m

A0
α

∂|α|

∂α1
1 · · · ∂

αk
k

and L1 =
∑
|α|≤m

A0
α

∂|α|

∂α1
1 · · · ∂

αk
k

are homotopic if for all α there exist continuous maps Aα from [0, 1] to either
the space of real or complex matrices such that Aα(0) = A0

α, Aα(1) = A1
α

and the operator

Lt =
∑
|α|≤m

Aα(t)
∂|α|

∂α1
1 · · · ∂

αk
k

is elliptic for all t. Now we de�ne that an operator with variable coe�cients

L =
∑
|α|≤m

Aα(x1, . . . , xk)
∂|α|

∂α1
1 · · · ∂

αk
k

is elliptic if the operators with constant coe�cients

Ly =
∑
|α|≤m

Aα(x0
1, · · · , x0

k)
∂|α|

∂α1
1 · · · ∂

αk
k

are elliptic and lie in the same homotopy class for almost every point x =
(x0

1, · · · , x0
k) ∈ Rk.

Let us �rst actually verify that this de�nition of ellipticity does not con-
tradict the examples seen before. We prove a general fact: if M and N
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are complex n-by-n matrices depending on some complex parameter z that
satisfy the almost everywhere bound ||M(z)||+ ||N (z)|| ≤ k < 1 (here || · ||
denotes the operator norm) then the operator

L = ∂z −M∂z −N∂z

acting on functions from C to Cn is elliptic. Going back to real coordinates
L may be written as

L =
1

2
(1−M−N )∂x +

i

2
(1 +M−N )∂y,

so we vill have to verify that the principal symbol

Pz(ζ1, ζ2) =
1

2
ζ1 [1−M(z)−N (z)] +

i

2
ζ2 [1 +M(z)−N (z)]

=
1

2

[
ζ − ζM(z)− ζN (z)

]
is invertible for all ζ = ζ1 + iζ2 6= 0 and almost every z. This follows from
the estimate

||P(ζ1, ζ2)v|| ≥ 1

2
(|ζ||v| − |ζ| ||M(z)|||v| − |ζ| ||N (z)|| |v|)

≥ |ζ|
2

(1− ||M(z)|| − ||N (z)||)|v|

≥ |ζ|
2

(1− k)|v|.

Now it remains to note that the operators

L0 =
1

2
(1−M(z0)−N (z0))∂x +

i

2
(1 +M(z0)−N (z0))∂y

and

L1 =
1

2
(1−M(z1)−N (z1))∂x +

i

2
(1 +M(z1)−N (z1))∂y

are homotopic via the elliptic operators Lt = tL0 + (1 − t)L1, which shows
that L is elliptic as claimed.

Remark. The assumption ||M(z)|| + ||N (z)|| ≤ k < 1 could have been
replaced with the weaker condition that ||M(z)|| + ||N (z)|| < 1 holds for
almost every z. It is customary to call the case where the stronger condition
holds uniform ellipticity and the case when only the weaker one holds degen-
erate ellipticity. As previously seen the uniform bounds have been crucial
in the proofs of the invertibility of certain operators, which is why we will
mainly focus on uniformly elliptic operators in the future.
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4.3 Higher dimensions

We now seek to extend the previous theorems to a higher-dimensional setting.
What we increase in dimension is, however, not the domain but the range of
our functions: We consider maps

f = (f1, . . . , fn) : C 7→ Cn

whose components are measurable and whose Lp-norm de�ned by

||f ||p =

(∫
C
|f(z)|pdz

) 1
p

(4.11)

is �nite. This space is denoted by Lp(C,Cn) as discussed in the appendix.
We may then identify Lp(C,Cn) as the direct sum of n complex Lp-spaces,
since the taxicab norm

||f ||p,taxi =

n∑
k=1

||fk||p

de�ned in the usual direct sum construction is easily seen to be equivalent
with the norm de�ned in (4.11) by a few elementary inequalities. Thus in
particular Lp(C,Cn) is a Banach space.

LetM = (µij) and N = (νij) denote two n-by-n matrices whose coe�-
cients are complex-valued C0-functions. We also assume a form of uniform
ellipticity: If || · || denotes the matrix operator norm, de�ne

||M ||∞ = ess supz∈C ||M(z)||

for any n-by-n matrix M of measurable coe�cients. Then our standing
assumption is that ||M||∞ + ||N ||∞ < 1. Our aim is to solve the equation

fz −Mfz = h (4.12)

and its generalized version

fz −Mfz −N fz = h, (4.13)

where the complex derivatives are de�ned componentwise. Note that the
second equation again covers the case fz = H(z, fz), where H is linear in
the second component. Our ellipticity assumption, however, is much stronger
than requiring an uniform bound on the operator norm of H(z, ·).

Observe that if we also de�ne an analogue of the Beurling transform
componentwise as Sf = (Sf1, . . . ,Sfn) then these two equations may again
be reduced to the invertibility of the operators

1−MS and 1−MS −NS,

where the second one is really just a real-linear map instead of a C-linear
operator on Lp(C,Cn). The following theorem will be proven
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Theorem 4.7. Let M and N be as before. Then for any 1 < p < ∞ the

operators

(i) 1−MS
(ii) 1−MS −NS

are invertible on Lp(C,Cn).

We will have to verify �rst that n-dimensional versions of the auxiliary re-
sults we used in the previous subsection still hold.

To start o� let us concern ourselves with the boundedness of our operators
in question. Note the estimate

||Mf ||p =

(∫
C
|M(z)f(z)|pdz

) 1
p

≤ ||M ||∞||f ||p

for f ∈ Lp(C,Cn) and M a n-by-n matrix of measurable coe�cients. This
shows that each matrix bounded in the norm || · ||∞ naturally de�nes a
bounded operator on Lp(C,Cn) as expected.

Given any bounded operator T on Lp and its componentwise de�ned ana-
logue T on Lp(C,Cn), we easily �nd the estimate ||T f ||p,taxi ≤ ||T ||p||f ||p,taxi,
which by the equivalence of norms implies the estimate

||T f ||p ≤ Cp,n||T ||p||f ||p,

for some constant Cp,n depending only on p and n. Especially this shows
that Theorem 4.4 carries over to the higher-dimensional setting:

||Sm||p ≤ Bp,n(1 +m2) (4.14)

for any integer m and Bp,n only depending on p ∈ (1,∞) and n ∈ Z+. Note

that the identities S−1f = Sf and ||Sf ||2 = ||f ||2 also hold for our compo-
nentwise de�nition. We hope that the fact that we denote by S both the
n-dimensional and the basic version of Beurling transform causes no confu-
sion.

The compactness of certain commutators played an important role in the
solving of the basic and generalized Beltrami equations before. We use a
sequential argument to show that there is no trouble generalizing this for
commutators of S with matrices of VMO-coe�cients. Given a function f ,
note that for M = (mij) a n-by-n matrix we have that

[S,M ]f = SMf −MSf = (g1, . . . , gn),

where gk =
∑n

l=1[S,mkl]fl. Now given a sequence (f (N)) ⊂ Lp(C,Cn)
with norms ||f (N)||p ≤ 1 for all N , it su�ces to verify that the sequence
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([S,M ]f (N)) has a subsequence converging in Lp(C,Cn). Note that if the
coe�cients mij are assumed to be in VMO, then by Theorem 4.2 and the

estimate ||fl||p ≤ ||f ||p ≤ 1 each sequence ([S,mkl]f
(N)
l ) has a convergent

subsequence in Lp. By passing to a subsequence su�ciently many times we
may assume that each of these sequences converges in Lp. But then it is clear
that the sequence ([S,M ]f (N)) can be written as a �nite sum of convergent
sequences in Lp(C,Cn), so that it converges itself and we are done.

Since Fredholm theory also applies to any Banach space, we are now ready
to start solving equations (4.12) and (4.13). The proof of the invertibility of
1−MS is similar enough to the one-dimensional case that we will only give
a sketch of the main points:

Let p ≥ 2. To prove that 1 − MS is Fredholm on Lp(C,Cn), we again
write

(1−MS)
N−1∑
k=1

(MS)k = 1−MNSN +K,

where K is a sum of multiples of [S,M] and thus compact. The estimate
||MNSN ||p ≤ ||M||Np Bp,n(1+N2) again shows that 1−MNSN is invertible
for some N and thus our operator is Fredholm. Replacing M by tM for
t ∈ [0, 1] yields that the index is zero, and if ω is to solve

ω =MSω,

then the compactness of the support of each coe�cient of M implies the
same for each component of ω. Thus ω is in L2(C,Cn), and the estimate
||ω||2 ≤ ||M||∞||ω||2 shows that ω = 0, i.e. the kernel of 1−MS is trivial.
We conclude that 1−MS is invertible, and so is 1−SM = S(1−MS)S−1.

One might have doubts whether the dual of Lp(C,Cn) is Lq(C,Cn), but
these are quickly diminished by the following basic result

Theorem 4.8. Let B1, . . . , Bn be topological vector spaces over the same

scalar �eld K, and let B∗1 , . . . , B
∗
n denote their respective duals. De�ne also

B =
⊕n

k=1Bk. Then it holds that B∗ ∼=
⊕n

k=1B
∗
k.

Proof. Assume that we are given a linear functional L : B 7→ K. We may
then construct continuous linear functionals Lk : Bk 7→ C by mapping

f 7→ Fk(f) 7→ LFk(f),

where Fk(f) has k:th component f and other components zero. If now
b = (b1, . . . , bn) ∈ B is arbitrary then

Lb = L
n∑
k=1

Fk(bk) =

n∑
k=1

Lkbk.
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Now it is easy to see that the map B∗ 7→
⊕n

k=1B
∗
k given by L 7→ (L1, . . . ,Lk)

is an isomorphism, and thus we have our desired result.

From the previous theorem it follows that the duality (Lp(C,Cn))∗ = Lq(C,Cn)
holds, and we note that the same proof of extending the invertibility to
1 < q ≤ 2 works even in the higher dimensional setting due to its purely
algebraic nature. We are now done with (i) in Theorem 4.7.

We now invert the real-linear map (ii) in Theorem 4.7. The trick is to simply
think of Lp(C,Cn) as a real Banach space instead of a complex one, so that
the familiar results of Fredholm theory apply. Note that commutators ofM
and N with S are compact, but for S this might not be the case. Luckily
the problem is just a matter of conjugation, since we have the identity

M Sf − SMf = MSf − SMf

and hence the operatorM S−SM is compact for anyM of VMO-coe�cients.
We again �rst assume that p ≥ 2. Denote for convenience M0 = M,

M1 = N , S0 = S and S1 = S. If we also de�ne by Qm =
∑m−1

k=0 (M0S0 +
M1S1)k the partial sums of the Neumann series forM0S0 +M1S1 we �nd
that

Qm(1−M0S0 −M1S1) = 1− (M0S0 +M1S1)m

= 1−
∑

α∈{0,1}m
Mα1Sα1 · · ·MαmSαm

= 1−
∑

α∈{0,1}m
Mβα,1

α1 · · ·M
βα,m
αm Sα1 · · · Sαm +K,

where K is compact and we have used the notationMβα,k
αk to denote either

Mαk orMαk , depending on how many times we have to swap S1Mαk with
MαkS1.

To show that 1 −M0S0 −M1S1 is Fredholm it again su�ces to show
that the p-norm of the second term on the utmost right hand side above
decays to zero as m → ∞. We therefore seek to estimate the norms of the
products Sα1 · · · Sαm , or equivalently the norm of a product of m instances
of S and S. From the identity Sf = S−1f it follows inductively that

||SkSf ||p = ||Sk−1S−1Sf ||p = ||Sk−2S−2Sf ||p
= · · · = ||S−kSf ||p = ||S1−kf ||p

for any integer k. This shows that the norm of any product of the operators
S and S may be unraveled to produce the norm of a power of S, for example

||SSSSSS||p = ||S−1SSS||p = ||S2SS||p = ||S−2||p.

36



And it is clear that the resulting exponent is always at most the number of
original factors, so in view of Theorem 4.4 this results in the estimate

||Sα1 · · · Sαm ||p ≤ Bp,n(1 +m2).

We now see that∣∣∣∣∣∣
∣∣∣∣∣∣
∑

α∈{0,1}m
Mβα,1

α1 · · ·M
βα,m
αm Sα1 · · · Sαm

∣∣∣∣∣∣
∣∣∣∣∣∣
p

≤ Bp,n(1 +m2)
∑

α∈{0,1}m
||Mβα,1

α1 · · ·M
βα,m
αm ||∞

≤ Bp,n(1 +m2)
∑

α∈{0,1}m
||Mα1 ||∞ · · · ||Mαm ||∞

= Bp,n(1 +m2)(||M0||∞ + ||M1||∞)m,

which indeed tends to zero as m→∞. The result is that 1−MS −NS is
Fredholm. We can also prove in the same way as before that the index and
kernel are both zero, which shows that 1−MS−NS is indeed invertible on
Lp for p ≥ 2.

Let then 1 < q ≤ 2. We aim to do the same type of duality argument
as before, but one should be careful to specify what we actually mean by
the dual in this case. As Lp(C,Cn) is now considered a real Banach space,
it is most natural to de�ne the dual (Lp(C,Cn))∗,R as the real vector space
of continuous linear functionals L : Lp(C,Cn) 7→ R. Replacing complex
variables by real ones we see that Lp(C,Cn) considered as a real Banach space
is isomorphic to Lp(R2,R2n) = (Lp(R2,R))2n. Theorem 4.8 now implies that

(Lp(C,Cn))∗,R = Lq(R2,R)2n = Lq(R2,R2n).

Thus each continuous linear functional L : Lp(C,Cn) 7→ R is uniquely rep-
resented by a function g ∈ Lq(C,Cn) with the duality pairing

Lf = 〈f, g〉R

=
n∑
k=1

(∫
Re fk Re gk +

∫
Im fk Im gk

)

=

n∑
k=1

∫
Re(fkgk)

= Re

∫ n∑
k=1

fkgk

= Re 〈f, g〉 .
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Let then h ∈ Lq(C,Cn) be given, and we will look for ω ∈ Lq(C,Cn) such
that 〈

f, (1−MS −NS)ω
〉
R = 〈f, h〉R

for all f ∈ Lp(C,Cn). Denote by C : Lp(C,Cn) 7→ Lp(C,Cn) the compo-
nentwise complex conjugation map, especially S = CS. We de�ne a linear
functional L in (Lp(C,Cn))∗,R by

Lf =
〈

(1− CSMTC − CSN T
)−1f, h

〉
R
,

where the Lp(C,Cn) invertibility of the operator

1− CSMTC − CSN T

is due to the identity

1− CSMTC − CSN T
= CS(1−MTS −N TS)S−1C.

Now there exists a function ω ∈ Lq(C,Cn) such that Lf = 〈f, ω〉R for all f .
Especially we �nd that〈

f, (1−MS −NS)ω
〉
R = 〈f, ω〉R − Re

〈
f,MSω

〉
− Re

〈
f,NSω

〉
= 〈f, ω〉R − Re

〈
MT f,Sω

〉
− Re

〈
N T

f,Sω
〉

= 〈f, ω〉R − Re
〈
SMT f, ω

〉
− Re

〈
S N T

f, ω
〉

=
〈
f − SMT f − S N T

f, ω
〉
R

=
〈

(1− CSMTC − CSN T
)f, ω

〉
R

= 〈f, h〉R
as wanted. Thus Theorem 4.7 is proven.

5 Quaternions

Let us now generalize the theory of the Beltrami equation in a di�erent
direction. We will concern ourselves with the four-dimensional algebra H
over the reals, called the quaternions. This algebra is just one property
away from being a �eld as the product happens to be noncommutative. The
basis elements, usually denoted by 1, i, j, and k, will be denoted by e1, e2, e3

and e4 for convenience. The following multiplication table �xes the product
in H.

· e1 e2 e3 e4

e1 e1 e2 e3 e4

e2 e2 −e1 e4 −e3

e3 e3 −e4 −e1 e2

e4 e4 e3 −e2 −e1
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where each entry stands for the product of the corresponding elements of the
�rst row and �rst column, in that order. The usual identi�cation of H with
R4 also lets us de�ne the usual Euclidian norm |·| onH. De�ning for a quater-
nion h = h1e1 +h2e2 +h3e3 +h4e3 its conjugate h = h1e1−h2e2−h3e3−h4e4

we �nd the nice property hh = hh = |h|2.

We introduce some additional notation for convenience. Given two ordered
quadruplets a, b ∈ H4 of quaternions we de�ne the componentwise product
by

a · b = a1b1 + a2b2 + a3b3 + a4b4.

Let us make some additional notes about this convention.

• The standard basis can be thought of as the quadruplet e = (e1, e2, e3, e4).

• We associate with each quaternion h =
∑4

m=1 hmem the quadruplet
Qh = (h1, h2, h3, h4) so that h = Qh · e.

• Conjugation of a quadruplet a ∈ H4 is de�ned componentwise, i.e.
a = (a1, a2, a3, a4). Note that a · b = b · a.

Let now a map T : B1 7→ B2 be given, where B1 and B2 are some classes
of functions from R4 to C. We may generalize the map T to functions
f : H 7→ H whose components are in B1 by de�ning

Tf = T (f1e1 +f2e2 +f3e3 +f4e4) = Tf1e1 +Tf2e2 +Tf3e3 +Tf4e4. (5.1)

This de�nition enjoys the nice property that

T (F · φ) = TF · φ

for any φ ∈ H4 and F : H 7→ H4, where TF is de�ned componentwise.

Remark 5.1. Note that we have made a choice in the above de�nition:
Due to the lack of commutativity we could as well have de�ned Tf =∑4

m=1 emTf
m. This notational choice will re�ect itself virtually everywhere,

which is why the theory splits into `left'- and `right' theories depending on
which side one writes the basis elements in (5.1) respectively. Although we
will work with the `right' theory, the `left' theory is not wrong either and
is preferred in most of the papers on the subject [Käh00]. Nevertheless, if
one writes each following quaternion product in the reverse order we obtain
results for the `left'-theory and vice versa.

In our quest to generalize the Beltrami equations to the quaternionic setting
we must �rst �nd analogues of the Cauchy-Riemann complex derivatives ∂z
and ∂z. However, due to the sheer amount of viable choices of di�erential
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operators we �rst look at the situation in all generality. Given φ ∈ H4 we
de�ne its associated di�erential operator ∂φ by

∂φf = ∇f · φ =
∂f

∂h1
φ1 +

∂f

∂h2
φ2 +

∂f

∂h3
φ3 +

∂f

∂h4
φ4. (5.2)

Unfortunately, this di�erential operator fails to satisfy the Leibniz rule since
∂φ(fg) =

∑4
k=1(∂f/∂hk)gφk + f∂φg. As in the complex case, we can use

these operators to obtain factorizations of the four-dimensional Laplacian
as 2∆ = ∂φ∂ψ = ∂ψ∂φ for any φ, ψ satisfying the orthogonalty condition
φiψj + φjψi = 2δij for all i, j.

A natural follow-up question would of course be to ask if we could also
generalize the Beurling transform S to obtain operators Sφψ for which the
identity Sφψ∂φf = ∂ψf would be valid for su�ciently nice functions f . We
look for a solution by considering the associated Fourier multipliers, where
the Fourier transform is generalized via De�nition 5.1 (or equivalently f̂(ξ) =∫
H e
−2πi(ξ·h)f(h)dh). When speaking of Fourier multipliers, however, one

must be cautious due to the fact that we are in a noncommutative setting.
As the Fourier transform f̂ of f is quaternion-valued we will have to make
a distinction between factors on the left and right sides of f̂ , leading to left-
multiplier operators and right-multiplier operators respectively. An operator
which has both a left- and right-multiplier is also plausible. An example of
this is seen by calculating the multiplier of the di�erential operator ∂φ as

∂̂φf(ξ) = (∇f ·φ)∧(ξ) =

(
∂̂f

∂h1
,
∂̂f

∂h2
,
∂̂f

∂h3
,
∂̂f

∂h4

)
·φ = 2πif̂(ξ)(Qξ ·φ). (5.3)

This shows that Sφψ is to be given by the equation

Ŝφψf(ξ) = f̂(ξ)(Qξ · φ)−1(Qξ · φ) = f̂(ξ)
(Qξ · φ)

|Qξ · φ|2
(Qξ · ψ). (5.4)

To achieve some form of symmetry we make the following standing assump-
tion about φ (and ψ):

|Qξ · φ| = |ξ| for all ξ ∈ H. (5.5)

This holds for example if φm = ±em, and is satis�ed precisely when the
components of φ satisfy the orthogonality condition Re(φmφl) = δml for all
m and l. Since equation (5.4) now becomes equivalent with

Ŝφψf(ξ) = f̂(ξ)
Qξ · φ
|ξ|

Qξ · ψ
|ξ|

we are invited to look for an operator with right-multiplier (Qξ · φ)/|ξ| for
given φ. An immediate solution is provided by the four-dimensional Riesz
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transforms Rm, m = 1, 2, 3, 4, with left-multipliers −iξm/|ξ|. Given the four-
dimensional vector-valued Riesz transform R = (R1, R2, R3, R4) and φ ∈ H4

we de�ne the operator R · φ by

(R · φ)f = (Rf) · φ.

Its Fourier multiplier is then given by

((R · φ)f)∧(ξ) = R̂f(ξ) · φ = −if̂(ξ)

(
ξ1

|ξ|
,
ξ2

|ξ|
,
ξ3

|ξ|
,
ξ4

|ξ|

)
· φ = −if̂(ξ)

Qξ · φ
|ξ|

.

We claim that Sφψ = −(R·ψ)(R·φ) now gives the desired operator. Indeed,

(Sφψ∂φf)∧(ξ) = −((R · ψ)(R · φ)∂φf)∧(ξ)

= i((R · φ)∂φf)∧(ξ)
Qξ · ψ
|ξ|

= ∂̂φf(ξ)
Qξ · φ
|ξ|

Qξ · ψ
|ξ|

= 2πif̂(ξ)(Qξ · φ)(Qξ · φ)−1(Qξ · ψ)

= ∂̂ψf(ξ).

Thus the identity
Sφψ∂φf = ∂ψf

becomes valid for f ∈ C∞0 . As the Riesz transforms are known to be bounded
from Lp(R4,C) to itself for 1 < p <∞, we also get for free that our operator
Sφψ : Lp(H,H) 7→ Lp(H,H) is bounded.

5.1 Lp-theory of the integral operators

In this subsection we will encounter a few convolution-type integral opera-
tors. But before we begin with the theory it should be noted that the usual
convolution formula for the Fourier transform fails in the quaternionic set-
ting. If we are given any f, g : H 7→ H, then we may write f = a + be3 and
g = c+ de3, where a, b, c and d are complex-valued. It follows that

(f ∗ g)(h) =

∫
H
f(ω)g(h− ω)dω

=

∫
H

(a(ω)c(h− ω) + a(ω)d(h− ω)e3

+ b(ω)e3c(h− ω) + b(ω)e3d(h− ω)e3)dω

=

∫
H
a(ω)c(h− ω)dω +

∫
H
a(ω)d(h− ω)e3dω

+

∫
H
b(ω)c(h− ω)e3dω −

∫
H
b(ω)d(h− ω)dω

= (a ∗ c)(h) + (a ∗ d)(h)e3 + (b ∗ c)(h)e3 − (b ∗ d)(h).
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If we use the notation F̃ (h) = F (−h), then

f̂ ∗ g = âĉ+ âd̂e3 + b̂ĉe3 − b̂d̂ = â(ĉ+ d̂e3) + b̂e3(̂c̃+
̂̃
de3) = âĝ + b̂e3

̂̃g.
One may verify that f̂ ∗ g = f̂ ĝ now holds for example if g is an even func-
tion or f is complex-valued.

We begin by �nding for each of our partial di�erential operators ∂φ a corre-
sponding inverse operator Tφ which satis�es

∂φTφf = Tφ∂φf = f

for su�ciently nice functions f . We might as well assume that f lies in C∞0
for a moment. The operators Tφ happen to be represented by the integrals

Tφf(h) =
1

2π2

∫
H
f(ω)

Qh−ω · φ
|h− ω|4

dω.

To justify that this gives an actual inverse to ∂φ on C∞0 we refer to the fol-
lowing general result found in [Ste70]. To save the reader from a painstaking
hunt for a sign error, we remark that Stein uses a de�nition of the Fourier
transform that di�ers from ours by a minus sign.

Theorem 5.1. (The Hecke identities). Let Pk(x) : Rn 7→ C be a homogenous

harmonic polynomial of degree k ≥ 1. If 0 ≤ α < n, then the integral

operator R given by

Rf(x) =

∫
Rn
f(y)

Pk(x− y)

|x− y|n+k−αdy

is on L2 represented by the multiplier

R̂f(ξ) = γn,k,α
Pk(ξ)

|ξ|k+α
f̂(ξ), where γn,k,α = (−i)kπn/2−α Γ(k/2 + α/2)

Γ(k/2 + n/2− α/2)
.

In our case we have n = 4, and to apply this theorem to Tφ we must set
k = α = 1 so that γn,k,α = −iπ. Observe that any polynomial of degree one
is harmonic. Thus

(Tφf)∧(ξ) =

(
− 1

2π2

∫
H
f(ω)

Qh−ω · φ
|h− ω|4

dω

)∧
(ξ)

=
1

2π2

4∑
i=1

(∫
H

hi − ωi
|h− ω|4

f(ω)dω

)∧
(ξ)φi

= − 1

2π2

4∑
i=1

iπ
ξi
|ξ|2

f̂(ξ)φi

= − i

2π
f̂(ξ)

Qξ · φ
|ξ|2

=
1

2πi
f̂(ξ)(Qξ · φ)−1.
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Comparing this with (5.3) shows that Tφ indeed gives an inverse to ∂φ on
C∞0 . Note also the identity Sφψf = ∂ψTφf . The operator Te usually carries
the name Teodorescu transform in the literature, see e.g. [GS98], which is
why we will opt to use this name for our operators Tφ as well.

We would of course like to pass these kinds of identities to the setting of
weak (i.e. distributional) derivatives. Since in general the Leibniz rule fails
for the di�erential operators ∂φ, we will have to think about the de�nition
of weak ∂φ-derivatives for a moment. For f, g ∈ C∞0 we may compute that∫

H
(∂φf)g =

∫
H

4∑
k=1

∂f

∂hi
φkg = −

∫
H

4∑
k=1

fφk
∂g

∂hi
= −

∫
H
f∂lφg,

where ∂lφg =
∑4

i=1 φi∂g/∂hi denotes the 'left'-theory analogue of the di�er-
ential operator ∂φ, see Remark 5.1. Consequently we are led to de�ne that
f ∈ L1

loc has a weak ∂φ-derivative ∂φf ∈ L1
loc if for all g ∈ C∞0∫

H
(∂φf)g = −

∫
H
f∂lφg

holds. We now collect some related results in the following theorem.

Theorem 5.2. Let φ, ψ ∈ H4 be orthonormal bases (i.e. satisfying 5.5) as

usual. Then we have that

1. The Teodorescu transforms Tφ have the following mapping properties:

Tφ : L1 7→ L4/3,w

Tφ : Lp 7→ L
4p
4−p for 1 < p < 4

Tφ : L4 7→ VMO

Tφ : Lp 7→ C
1− 4

p for 4 < p <∞,

where L4/3,w denotes the weak-L4/3 space and Cα is the space of Hölder-

continuous functions of exponent α.

2. The operator Sφψ has the (almost) Calderón-Zygmund integral repre-

sentation as

Sφψf(h) =
1

2π2

∫
H
f(ω)

|h− ω|2φ · ψ − 4(Qh−ω · φ)(Qh−ω · ψ)

|h− ω|6
dω+

1

4
f(h)φ·ψ.

(5.6)

3. Let us de�ne the operators T lφ and S lφψ by

T lφf(h) =
1

2π2

∫
H

Qh−ω · φ
|h− ω|4

f(ω)dω
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and

S lφψf(h) =
1

2π2

∫
H

|h− ω|2ψ · φ− 4(Qh−ω · ψ)(Qh−ω · φ)

|h− ω|6
f(ω)dω+

1

4
(ψ·φ)f(h).

Then we have the identities∫
H

(Tφf)g = −
∫
H
fT lφg and

∫
H

(Sφψf)g =

∫
H
fS l

ψ φ
g

valid for f, g ∈ C∞0 .

4. Let f be locally integrable with the distributional derivatives ∂φf and

∂ψf in Lp for some p ∈ (1,∞). Then we have the identity

Sφψ∂φf = ∂ψf.

Proof. Proof of 1. We remark that our proofs of these mapping properties
for the Teodorescu transforms Tφ follow the same lines of thought as the
proofs of the analogous facts for the Cauchy transform in the plane, with
our source being the book [AIM09]. The �rst two of our claimed mapping
properties are special cases of the Hardy-Littlewood-Sobolev theorem on
Riesz potentials, see [Ste70], page 119. In short, we have that for 1 < p < 4∣∣∣∣∣∣∣∣∫

R4

|h− ω|−3f(ω)dω

∣∣∣∣∣∣∣∣
4p
4−p

≤ Ep||f ||p

for some constants Ep. In addition, the mapping property Tφ : L1 7→ L4/3,w

follows from the so-called weak part of the same theorem.
We now prove that Tφ : L4 7→ VMO. By translation and rescaling it will

be enough to estabilish the bound∫
B
|Tφg(τ)− (Tφg)B|dτ ≤ c||g||4

for some constant c and all g ∈ C∞0 . Here (Tφg)B denotes the integral
average of Tφg over the unit ball B = {h ∈ H : |h| < 1}, which we will have
to compute. First we use Fubini's theorem to �nd that

(Tφg)B =
2

π2

∫
H
g(h)

(
1

2π2

∫
B

Qh−ω · φ
|h− ω|4

dω

)
dh = − 2

π2

∫
H
g(h)TφχB(h)dh.

This leads us to calculate the Theodorescu transform of the characteristic
function of the unit ball. De�ne the auxiliary function

Gφ(h) =

{
(Qh · φ)/4, h ∈ B
(Qh · φ)/(4|h|4), h ∈ H \ B .
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It is then only a matter of calculation to show that ∂φGφ = χB, yielding the
identity

(Tφg)B = − 2

π2

∫
B
g(h)

Qh · φ
4

dh− 2

π2

∫
H\B

g(h)
Qh · φ
4|h|4

dh.

Hence

Tφg(τ)− (Tφg)B =
1

2π2

∫
B
g(h)

(
Qτ−h · φ
|τ − h|4

+Qh · φ
)
dh

+
1

2π2

∫
H\B

g(h)

(
Qτ−h · φ
|τ − h|4

+
Qh · φ
|h|4

)
dh.

Let us de�ne another auxiliary function Ψ by

Ψ(h) =


1

2π2

∫
B

∣∣∣Qτ−h·φ|τ−h|4 +Qh · φ
∣∣∣ dτ, h ∈ B

1
2π2

∫
B

∣∣∣Qτ−h·φ|τ−h|4 + Qh·φ
|h|4

∣∣∣ dτ, h ∈ H \ B
.

After we show that Ψ is in L4/3, we may apply Hölder's inequality in the
form ∫

B
|Tφg(τ)− (Tφg)B|dτ ≤

∫
H
|g(h)||Ψ(h)|dh ≤ ||g||4||Ψ||4/3,

which yields the result. Let us thus prove that Ψ ∈ L4/3. Since the function
|h|−3 is locally integrable in H, it is not hard to show that Ψ(h) is bounded
for small h. Thus it will be enough to prove that Ψ(h) = O(|h|−4) for large
h, say |h| > 2. We compare the integrand in the de�nition of Ψ to |h|−4 and
obtain the estimate

|h|4
∣∣∣∣Qτ−h · φ|τ − h|4

+
Qh · φ
|h|4

∣∣∣∣ =
∣∣|h|4(Qτ−h · φ) + |τ − h|4(Qh · φ)

∣∣ |τ − h|−4

=
∣∣|h|4(Qτ · φ) + (|τ − h|4 − |h|4)(Qh · φ)

∣∣ |τ − h|−4

≤ |h|4|τ − h|−4 + ||τ − h|4 − |h|4||h||τ − h|−4.

Given |h| > 2 and |τ | < 1, we may �nd a uniform bound for the last ex-
pression since we have |τ − h| ≥ |h|/2 and ||τ − h| − |h|| ≤ 1. The claim
follows.

Let us then move onto the last claim Tφ : Lp 7→ C
1− 4

p for 4 < p < ∞.
It is required to show that |Tφg(h) − Tφg(ω)|/|h − ω|1−4/p ≤ Fp||g||p for
some constant Fp and all functions g ∈ Lp. As the Teodorescu transforms
are given in terms of convolution they commute with translations and hence
we may assume that ω = 0 without loss of generality. Now the required
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condition will follow from the estimate

Tφg(h)− Tφg(0)

|h|1−4/p
=

1

2π2

1

|h|1−4/p

∣∣∣∣∫
H
g(ω)

(
Qh−ω · φ
|h− ω|4

+
Qω · φ
|ω|4

)
dω

∣∣∣∣
≤ 1

2π2
||g||p

(∫
H
|h|

4−p
p−1

∣∣∣∣Qh−ω · φ|h− ω|4
+
Qω · φ
|ω|4

∣∣∣∣ p
p−1

dω

) p−1
p

=
1

2π2
||g||p

(∫
H

|h|
4−p
p−1

|h− ω|
3p
p−1 |ω|

3p
p−1

|Φ(h, ω)|
p
p−1 dω

) p−1
p

=
1

2π2
||g||p

(∫
H

|h|
−3p
p−1

|1− τ |
3p
p−1 |τ |

3p
p−1

|Φ(h, hτ)|
p
p−1 dτ

) p−1
p

=
1

2π2
||g||p

(∫
H

1

|1− τ |
3p
p−1 |τ |

3p
p−1

∣∣∣∣Φ( h

|h|
,
h

|h|
τ

)∣∣∣∣ p
p−1

dτ

) p−1
p

,

where
Φ(h, ω) = (Qω · φ)(Qω · φ)2 + (Qh−ω · φ)(Qh−ω · φ)2.

It remains to show that the integral on the utmost right hand side remains
�nite and bounded in terms of h. Since p > 4 we have that 3p/(p− 1) < 4,
so the singularities at τ = 0 and τ = 1 may be overlooked. What is crucial
is the behaviour of Φ(h/|h|, (h/|h|)τ) when τ is large. It will be enough to
prove that Φ(h/|h|, (h/|h|)τ) ≤M |τ |2 for |τ | > 1 and some constant M not
depending on h, since then our integrand is of order |τ |2p/(p−1)/|τ |6p/(p−1) =
|τ |−4p/(p−1), which is integrable in the region {τ : |τ | > 1}. But

Ψ

(
h

|h|
,
h

|h|
τ

)
=

1

|h|3
(Qhτ · φ)(Qhτ · φ)2

+
1

|h|3
(Qh · φ−Qhτ · φ)(Qh · φ−Qhτ · φ)2,

and if the second term on the right hand side is expanded, we �nd that the
�rst term cancels out. The rest of the expression only contains terms which
are comparable to τ2, τ or 1, so we are done. Hence we have constants Fp
so that the estimate ||Tφg||C1−4/p ≤ Fp||g||p holds when 4 < p <∞.

Proof of 2. The reason for this curious representation is that the poly-
nomial (Qh ·φ)(Qh ·ψ) fails to be harmonic in general. A simple calculation,
however, shows that

|h|2φ · ψ − 4(Qh · φ)(Qh · ψ)

is harmonic. Thus if F denotes the right hand side of (5.6) we �nd by
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Theorem 5.1 that

F̂ (ξ) =
γ4,2,0

2π2
f̂(ξ)
|ξ|2φ · ψ − 4(Qξ · φ)(Qξ · ψ)

|ξ|2
+

1

4
f̂(ξ)φ · ψ

= f̂(ξ)
(Qξ · φ)(Qξ · ψ)

|ξ|2

= Ŝφψf(ξ)

as wanted.
Proof of 3. These two identities are consequences of the fact that Tφ

and Sφψ have convolution-type repesentations. There should be no trouble
formalizing the calculation∫

Tφf(h)g(h)dh =
1

2π2

∫
H

∫
H
f(ω)

Qh−ω · φ
|h− ω|4

g(h)dω

= − 1

2π2

∫
H

∫
H
f(ω)

Qω−h · φ
|ω − h|4

g(h)dhdω

= −
∫
H
f(ω)T lφg(ω)dω

and the analogous one for Sφψ.
In the sense of Remark 5.1 we actually see that T lφ is the `left'-theory

analogue of the operator Tφ, i.e. it inverts left-derivatives ∂lφ. In the same

sense S l
ψ φ

is the `left'-analogue of the generalized Beurling transform. These

operators naturally inherit the same mapping properties as their `right'-
analogues. Especially the identity

∫
(Sφψf)g =

∫
fS l

ψ φ
g may be generalized

to f ∈ Lp and g ∈ Lq, 1/p+ 1/q = 1.
Proof of 4. Let g ∈ C∞0 denote a test function. The claim will follow

when we verify the identity ∂lφS lψ φg = ∂lψg (by comparing Fourier multipliers

for example) and compute that∫
(Sφψ∂φf)g =

∫
(∂φf)S l

ψ φ
g = −

∫
f∂lφS lψ φg = −

∫
f∂lψg =

∫
(∂ψf)g.

5.2 Spectral results

Due to various reasons we will need some information about the spectrum of
our operators Sφψ : Lp 7→ Lp. Note that Sφψ is complex linear from the left
but not the right (i.e. Sφψ(ζf) = ζSφψf , but in general Sφψ(fζ) 6= (Sφψf)ζ).
This leads us to consider Sφψ as an element of the Banach algebra Bp of
operators on Lp(H,H) that are complex-linear from the left.
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Theorem 5.3. Let T be an operator in B2 represented by the right-multiplier

T̂ f(ξ) = f̂(ξ)m(ξ),

where m is a quaternion-valued function that is homogeneous of degree zero

and is in the class C3. Assume further that |m| = 1 almost everywhere. Then

T extends to a bounded operator on Lp for 1 < p < ∞ and the spectrum of

T with respect to Bp de�ned by

σ(T ) = {ζ ∈ C : f 7→ Tf − ζf is not invertible on Lp(H,H)}

satis�es

σ(T ) ⊂ {ζ ∈ C : |ζ| = 1}.

Proof. The proof will rely on some knowledge of when multiplier operators
given on L2 extend to bounded operators on Lp. Namely, we will use the
Mikhlin multiplier theorem (see [Ste70], page 96) which states that if there
exists a constant B > 0 such that∣∣∣∣ ∂αm

∂hα1
1 · · · ∂h

α4
4

(ξ)

∣∣∣∣ ≤ B|ξ|−|α| when |α| ≤ 3, (5.7)

then the operator T given by the multiplier m on L2(R4) is extendable
to a bounded operator on Lp(R4) for 1 < p < ∞. Of course, this result
is originally not proven for quaternion-valued functions but by passing to
components one may generalize the result to our setting.

The assumptions that m is homogeneous of degree zero and in C3 guar-
antee that the condition (5.7) is satis�ed, and hence the operator T as given
in the theorem extends to be bounded on Lp. The same can be said for the
operator T−1 which, by the condition |m| = 1, is given by the right-multiplier
m.

For our claim about the spectrum of T we have to prove that the operator
T − ζ is invertible whenever |ζ| 6= 1. Let us begin by noting the identity

(T − ζ)(T−1 − ζ) = (T−1 − ζ)(T − ζ) = 1 + ζ2 − ζ(T + T−1),

which shows that it will be enough to estabilish the invertibility of the op-
erator 1 + ζ2− ζ(T + T−1). Working �rst on L2, we calculate the multiplier
of this operator by

((1 + ζ2)f − ζ(Tf + T−1f))∧(ξ) = (1 + ζ2)f̂(ξ)− ζf̂(ξ)(m(ξ) +m(ξ))

= ((1 + ζ2)− 2ζ Rem(ξ))f̂(ξ),

Due to this representation it will be enough to prove that the operator on
L2 given by the left-multiplier

mζ(ξ) = ((1 + ζ2)− 2ζ Rem(ξ))−1
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extends to a bounded operator on Lp for 1 < p < ∞. Observe that the
multiplier mζ is again homogeneous of degree zero, and will be in C3 as soon
as we show that (1 + ζ2) − 2ζ Rem(ξ) is nonzero. Supposing mζ vanishes
leads to the equation

ζ−1 + ζ = 2 Rem,

which would imply that the quantity ζ−1 + ζ is a real number. It is easy to
check that this expression is real exactly when |ζ| = 1 or when ζ ∈ R. In the
latter case we �nd the estimate

|ζ−1 + ζ| > 2 ≥ 2|Rem|,

yielding a contradiction and hence our claim.

Remark 5.2. The true value of this theorem is that it implies the spec-
tral radius of the operator T to equal one. By the spectral radius theorem

this further implies that limn→∞ ||Tn||1/np = 1. Now given φ and ψ that
satisfy the orthonormality condition (5.5) we see that the right-multiplier
(Qξ · φ)(Qξ · ψ)/|ξ|2 of the generalized Beurling transform Sφψ satis�es the
conditions imposed on the multiplier m in the previous theorem. Hence the
statement of the theorem remains valid for Sφψ in place of T .

Note also that it was the right choice to consider the spectrum of Sφψ with
respect to left-multiplication by complex numbers, since Sφψ was only com-
plex linear from the left. One might be skeptic as to whether there is any
value in calculating the spectrum with respect to right-multiplication, but
we have done it nonetheless. In fact, we conjecture the following result to be
a consequence of a general solvability result for quaternionic Beltrami-type
equations, but have only been able to prove this special case.

Theorem 5.4. The right-spectrum of Sφψ

σr(Sφψ) = {ζ ∈ C : f 7→ Sφψf − fζ is not invertible on Lp(H,H)}

satis�es

σr(Sφψ) ⊂ {ζ ∈ C : |ζ| = 1}.

Proof. Let us �rst solve the equation

∂ψf − ∂φfζ = H,

where we assume that ζ is a complex number with |ζ| 6= 1. For simplicity
let us assume H ∈ C∞0 . The idea is to make the substitution f(h) = g(Lh),
where L = (Lij) is an invertible 4-by-4 real matrix that is chosen so that
this reduces to the equation ∂eg ◦ L = H. Let us �rst compute

∂ψf(h) =

4∑
i=1

∂

∂hi
g(Lh)ψi =

4∑
i,j=1

∂g

∂hj
(Lh)Ljiψi.
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From this it follows that

∂ψf − ∂φfζ =
4∑
j=1

∂g

∂hj
(Lh)

(
4∑
i=1

Ljiψi − Ljiφiζ

)
.

We would like the last expression to equal ∂eg(Lh), or equivalently

4∑
i=1

Ljiψi − Ljiφiζ = ej

for j = 1, . . . , 4. Write Lj = (Lj1, Lj2, Lj3, Lj4) so that the above becomes

Lj · ψ − (Lj · φ)ζ = ej .

That each of these equations has a solution Lj now follows from the fact
that the linear transformation R : R4 7→ H given by

Rx = x · ψ − (x · φ)ζ

is injective since |ζ| 6= 1 and thus surjective as well. Note also that by the
construction R ◦ L is the identity map and thus L is invertible as well. We
have shown that the equation ∂ψf−∂φfζ = H is equivalent to (∂eg)◦L = H
and hence to ∂eg = H ◦ R. This we can solve when H is nice enough, as a
solution is given by g = Te(H ◦R).

If one now wants to show that the right-spectrum of Sφψ on Lp is con-
tained in the unit circle, it is enough to show that the operator Ξ = Ξ(φ, ψ, ζ)
given by

Ξω = Sφψω − ωζ

is invertible on Lp for all ζ ∈ C with |ζ| 6= 1. We will actually compute the
inverse of this operator. It will be useful to think of this as solving

Sφψω − ωζ = H (5.8)

uniquely for ω and for each H ∈ Lp. Assume for a moment that H ∈ C∞0 .
Let f denote the corresponding solution to ∂ψf − ∂φfζ = H. Then ω = ∂φf
solves (5.8). We now write ∂φf as a bounded operator of H, which is justi�ed
by the fact that f is constructed in terms of H. Recall that

∂φf =
4∑
j=1

(
∂g

∂hj
◦ L
)

(Lj · φ),

where g solves ∂eg = H ◦ L−1. We now express each partial derivative
∂g/∂hj in terms of bounded operators of ∂eg. This may be done for example
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by de�ning the quadruplets

ρ1 = (1, 0, 0, 0)

ρ2 = (0, 1, 0, 0)

ρ3 = (0, 0, 1, 0)

ρ4 = (0, 0, 0, 1)

so that ∂g/∂hj = ∂ρjg = Seρj∂eg for j = 1, ..., 4. Note that these quadruplets
do not satisfy the orthogonality condition 5.5, but that this was not necessary
to de�ne the Beurling transform. Especially we �nd that

∂φf =
4∑
j=1

(
∂g

∂hj
◦ L
)

(Lj · φ)

=

4∑
j=1

((∂ρjg) ◦ L)(Lj · φ)

=
4∑
j=1

(Seρj (H ◦ L−1) ◦ L)(Lj · φ).

So if Tζ denotes the operator given by the change of variables Tζg(h) = g(Lh)
then

H = Ξ

 4∑
j=1

(TζSeρjT−1
ζ H)(Lj · φ)

 (5.9)

at least for H ∈ C∞0 . Now we may generalize this identity to H ∈ Lp by
density and the boundedness of the operator on the right hand side. We
have proven the right-invertibility of Ξ. The left-invertibility may be proven
by arguing that the operators

Ξ(H) and
4∑
j=1

(TζSeρjT−1
ζ H)(Lj · φ)

are represented by right-Fourier multipliers and by (5.9) these multipliers
are mutual inverses. Thus these two operators commute.

5.3 Quaternionic Beltrami equations

Let us now state and solve our generalization of the complex Beltrami equa-
tion: The equation we solve is

∂φf(h) = µ(h)∂ψf(h) +H(h),

where H ∈ Lp(H,H). This may again be reduced to the equation

ω(h) = µ(h)(Sφψω)(h) +H(h). (5.10)
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Here µ is a quaternion-valued function, and we identify µ with the operator
de�ned by left-multiplication by µ. This reduces (5.10) to the invertibility
of 1− µSφψ. The strongest assumption we will invert this operator under is
that µ is a compactly supported function in VMO with ||µ||∞ = k < 1.

Of course, we again need a compactness result for the commutators of µ
with Sφψ. Recalling the original de�nition of Sφψ,

Sφψ = −(R · ψ)(R · φ),

it would be enough to verify that commutators of VMO-functions with the
four-dimensional Riesz transforms are compact. This is indeed true, and
it is proven in the exact same way as Theorem 4.2. We skip the proof for
brevity, and instead refer the more curious reader to the original article by
Uchiyama, [Uch78], where the same result is proven for general Calderón-
Zygmund integral operators.

Recall once more that the proof of the invertibility of the basic Beltrami
operator consisted of

• For p ≥ 2:

1. Showing that our operator is Fredholm by a Neumann-series type
argument.

2. Continuously deforming our operator to the identity to show that
the Fredholm index is zero.

3. Applying a L2-estimate to show that the kernel is trivial.

• For p ≤ 2.

1. Verifying that the transpose on Lq is invertible, and �nishing by
duality.

Now for p ≥ 2 the �rst step is essentially done, since by the compactness
result mentioned earlier the operators (µSφψ)n and µnSnφψ are equivalent
modulo compact operators, and due to Remark 5.2 we �nd that for any
ε > 0 and large n the estimate ||Snφψ||p ≤ (1 + ε)n holds. Choosing ε so that
k(1 + ε) < 1 shows that limn→∞ ||µnSnφψ||p = 0 as wanted. For step two one
replaces µ with tµ for t ∈ [0, 1], and for step three we argue as usual. Thus
the case p ≥ 2 is handled.

Remark 5.3. One might ask whether an analogue of Theorem 4.4 would
hold in the quaternionic setting, giving a polynomial bound on the growth
of the norms ||Snφψ||p in terms of n and thus sparing us from �nding the
spectrum of Sφψ. We, however, �nd it unlikely that such an analogue would
be easy to prove as the proof in our source, [AIM09], was by itself quite
lengthy and relied heavily on the fact that the Calderón-Zygmund integral
representations of the associated iterated operators were easy to compute.
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And as we have seen in part 2. of Theorem 5.2, the Calderón-Zygmund
representations of the analogous quaternionic operators may be considerably
harder to compute due to certain polynomials failing to be harmonic and thus
making it harder to use Theorem 5.1.

Perhaps the most interesting step in proving the invertibility of 1− µSφψ is
the duality argument, for which we hence let 1 < p ≤ 2. We consider for
simplicity the dual space of continuous linear functionals F : Lp(H,H) 7→ R.
Note that by Theorem 4.8 it is clear that the dual is Lq(H,H), with one
duality pairing given by

F (f) = 〈f, g〉 = Re

∫
H
f(h)g(h)dh,

where g is some function in Lq. We now calculate the transpose of our
operator 1− µSφψ. In view of 3. in Theorem 5.2 and the identity Reh1h2 =
Reh2h1 we see that

Re

∫
H

(1− µSφψ)f(h)g(h)dh = Re

∫
H
fg − Re

∫
H
µSφψfg

= Re

∫
H
fg − Re

∫
H
Sφψfgµ

= Re

∫
H
f(g − S l

ψ φ
(g(h)µ)),

= Re

∫
H
f(1− S l

ψ φ
r(µ))g,

where we have denoted by r(µ) the operator given by right-multiplication
by µ. Hence the transpose of 1− µSφψ is

1− S l
ψ φ
r(µ) = S l

ψ φ
(1− r(µ)S l

ψ φ
)(S l

ψ φ
)−1,

and for the solvability of (5.10) it remains to argue that 1 − r(µ)S l
ψ φ

is

invertible on Lq, q ≥ 2, due to the analogy between the `left'- and `right'-
theories.

For now, this concludes our study of the Beltrami equation in the quater-
nionic setting, and with it the whole thesis. But we believe that there is
much improvement and generalization to be found in the quaternionic (and
Cli�ord-algebraic) settings, at least as far as Beltrami equations are con-
cerned. Indeed, the study of Beltrami-type equations in this context is still
in its early stages, and the uni�cation between the geometric point of view
and the equations still remains to be found. As a closing remark we would
like to note that the restriction to quaternions here was only for simplicity,
and that the results and proofs we have stated here should be equally valid
in the setting of general Cli�ord algebras.
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6 Appendix

6.1 Notation and de�nitions

Lp-spaces. Let (Ω, µ) be a measure space and E be a �nite dimensional
inner product space whose norm we denote by | · |. For each p ∈ [1,∞) we
de�ne the Lp-space Lp(Ω,E) as the space of measurable functions f : Ω 7→ E
for which the Lp-norm

||f ||p =

(∫
Ω
|f |pdµ

) 1
p

is �nite. In addition, the space L∞(Ω,E) consists of all essentially bounded
f : Ω 7→ E, imbued with the norm ||f ||∞ = ess supx∈Ω |f(x)|. As soon as
we quotient out the functions that vanish µ-almost everywhere the spaces
Lp(Ω,E) become Banach spaces for all p ∈ [1,∞]. For us Ω and E will simply
be instances of Rn or Cn, and when the context is clear we might write Lp

instead of Lp(Ω,E).
Hölder conjugates. If p ∈ [1,∞] we always denote by q its Hölder

conjugate, i.e. the unique number q ∈ [1,∞] such that 1/p+ 1/q = 1.
Characteristic functions. Given a set E, the characteristic function

of E, denoted by χE , is de�ned to take the value 1 in E and 0 outside of E.
Test functions. The space of test functions, C∞0 , consists of all com-

pactly supported functions f that are smooth, i.e. admit partial derivatives
up to all orders. The domain and range of these functions will vary depend-
ing on the context.

Distributional derivatives. Given a locally integrable function f , we
say that another locally integrable function fxj is the distributional derivative
of f with respect to xj if ∫

fxjg = −
∫
fgxj

for all test functions g (with the domain and range of f). The integral is
taken over the domain of f .
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