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• different shape of 
halo mass function & 
galaxy stellar mass 
function (GSMF)

• can the difference be 
explained by 
supernova (SN) and 
AGN driven winds?

• can this be modeled 
in hydro simulations?
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FIG. 1.—A comparison between the halo mass function offset by a factor of
0.05 (dashed line), the observed galaxy mass function (symbols), our model
without scatter (solid line) and our model including scatter (dotted line).We
see that the halo and the galaxy mass functions are different shapes, implying
that the stellar-to-halo mass ratio m/M is not constant. Our four parameter
model for the halo mass dependent stellar-to-halo mass ratio is in very good
agreement with the observations (both including and neglecting scatter).

SHM ratio is equal to (m/M)0, and two slopes β and γ which
indicate the behavior of m/M at the low and high mass ends
respectively. We use the same parameters for the central and
satellite populations, since – unlike luminosity – the stellar
mass of satellites changes only slightly after they are accreted
by the host halo.
Note that though both β and γ are expected to be positive,

they are not restricted to be so. The SHM relation is therefore
not necessarily monotonic.

3.2. Constraining the free parameters
Having set up the model we now need to constrain the four

free parameters M1, (m/M)0, β and γ. To do this, we pop-
ulate the halos in the simulation with galaxies. The stellar
masses of the galaxies depend on the mass of the halo and are
derived according to our prescription (equation 2). The po-
sitions of the galaxies are given by the halo positions in the
N-body simulation.
Once the simulation box is filled with galaxies, it is straight-

forward to compute the SMF Φmod(m). As we want to fit this
model mass function to the observed mass function Φobs(m)
by Panter et al. (2007), we choose the same stellar mass range
(108.5−1011.85 M!) and the same binsize. The observed SMF
was derived using spectra from the Sloan Digital Sky Survey
Data Release 3 (SDSS DR3); see Panter et al. (2004) for a
description of the method.
Furthermore it is possible to determine the stellar mass de-

pendent clustering of galaxies. For this we compute projected
galaxy CFs wp,mod(rp,mi) in several stellar mass bins which
we choose to be the same as in the observed projected galaxy
CFs of Li et al. (2006). These were derived using a sample
of galaxies from the SDSS DR2 with stellar masses estimated
from spectra by Kauffmann et al. (2003).
We first calculate the real space CF ξ(r). In a simulation

this can be done by simply counting pairs in distance bins:

ξ(ri) =
dd(ri)
Np(ri)

−1 (3)

where dd(ri) is the number of pairs counted in a distance bin
and Np(ri) = 2πN2r2i ∆ri/L3box where N is the total number of
galaxies in the box. The projected CF wp(rp) can be derived
by integrating the real space correlation function ξ(r) along
the line of sight:

wp(rp) = 2
∫ ∞

0
dr||ξ(

√

r2|| + r2p) = 2
∫ ∞

rp
dr

r ξ(r)
√

r2 − r2p
, (4)

where the comoving distance (r) has been decomposed into
components parallel (r||) and perpendicular (rp) to the line
of sight. The integration is truncated at 45 Mpc. Due to
the finite size of the simulation box (Lbox = 100 Mpc) the
model correlation function is not reliable beyond scales of
r ∼ 0.1 Lbox ∼ 10 Mpc.
In order to fit the model to the observations we use Powell’s

directions set method in multidimensions (e.g. Press et al.
1992) to find the values ofM1, (m/M)0, β and γ that minimize
either

χ2r = χ2r (Φ) =
χ2(Φ)
NΦ

(mass function fit) or

χ2r = χ2r (Φ)+χ2r (wp) =
χ2(Φ)
NΦ

+
χ2(wp)
Nr Nm

(mass function and projected CF fit) with NΦ and Nr the num-
ber of data points for the SMF and projectedCFs, respectively,
and Nm the number of mass bins for the projected CFs.
In this context χ2(Φ) and χ2(wp) are defined as:

χ2(Φ) =
NΦ
∑

i=1

[

Φmod(mi)−Φobs(mi)
σΦobs(mi)

]2

χ2(wp) =
Nm
∑

i=1

Nr
∑

j=1

[

wp,mod(rp, j,mi)−wp,obs(rp, j,mi)
σwp,obs(rp, j ,mi)

]2

,

with σΦobs and σwp,obs the errors for the SMF and projected CFs,
respectively. Note that for the simultaneous fit, by adding the
reduced χ2r , we give the same weight to both data sets.

3.3. Estimation of parameter errors
In order to obtain estimates of the errors on the parame-

ters, we need their probability distribution prob(A|I), where A
is the parameter under consideration and I is the given back-
ground information. The most likely value of A is then given
by: Abest = max(prob(A|I)).
As we have to assume that all our parameters are coupled,

we can only compute the probability for a given set of param-
eters. This probability is given by:

prob(M1, (m/M)0,β,γ|I)∝ exp(−χ2)

In a system with four free parameters A,B,C and D one can
calculate the probability distribution of one parameter (e.g.
A) if the probability distribution for the set of parameters is
known, using marginalization:

prob(A|I) =
∫ ∞

−∞
prob(A,B|I)dB

=
∫ ∞

−∞
prob(A,B,C,D|I)dBdCdD
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supernova?

AGN?

The main problem of galaxy formation



Simple kinetic galactic wind models 
in hydrodynamical simulations

• e.g., Springel & Hernquist 2003 model:

• available supernova energy = 

• wind velocity and mass loading

• for Salpeter IMF & constant η = 2    =>   constant vw ~ 484 km / s

• particles are stochastically selected from star forming phase and 
receive kick
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Table 1. Summary of the parameters of the simulations used in this work. Given are the simulation name, the comoving box size, the number
of simulation particles npart in the initial conditions (half of them are gas and half of them are dark matter particles), the gas particle mass
mgas, the dark matter particle mass mdm, the comoving gravitational softening (Plummer equivalent), the wind velocity vw , the wind mass
loading η, the wind geometry [(i)sotropic or (b)ipolar], the UV heating boost factor fUV, the assumed IMF (Salpeter or Chabrier) and whether
supermassive BHs were included.

Simulation Box size npart mgas mdm ε vw η Wind fUV IMF BHs
name ( h−1 Mpc) ( h−1 M") ( h−1 M") ( h−1 kpc) geom.

S1 15 2 × 1283 2.0 × 107 1.0 × 108 4.5 – – – 1 Sal. –
S2 15 2 × 1283 2.0 × 107 1.0 × 108 4.5 484 km s−1 2 i 1 Sal. –
S3 15 2 × 1283 2.0 × 107 1.0 × 108 4.5 484 km s−1 2 b 1 Sal. –
S4 15 2 × 1283 2.0 × 107 1.0 × 108 4.5 1.25 × vesc ∼v−1

w i 1 Sal. –
S5 15 2 × 1283 2.0 × 107 1.0 × 108 4.5 1.25 × vesc ∼v−2

w i 1 Sal. –
S6 15 2 × 1283 2.0 × 107 1.0 × 108 4.5 0.6 × vesc ∼v−2

w i 1 Sal. –
S7 15 2 × 1283 2.0 × 107 1.0 × 108 4.5 0.6 × vesc ∼v−2

w i 3 Chab. –
S8 15 2 × 1283 2.0 × 107 1.0 × 108 4.5 205 km s−1 20 i 3 Chab. –
S9 15 2 × 2563 2.5 × 106 1.3 × 107 2.25 – – – 1 Sal. –
S10 15 2 × 2563 2.5 × 106 1.3 × 107 2.25 484 km s−1 2 i 1 Sal. –
S11 15 2 × 2563 2.5 × 106 1.3 × 107 2.25 0.6 × vesc ∼v−2

w i 3 Chab. –
S12 15 2 × 5123 3.2 × 105 1.6 × 106 1.125 0.6 × vesc ∼v−2

w i 3 Chab. –
S13 60 2 × 5123 2.0 × 107 1.0 × 108 4.5 – – – 1 Sal. –
S14 60 2 × 5123 2.0 × 107 1.0 × 108 4.5 484 km s−1 2 i 1 Sal. –
S15 60 2 × 5123 2.0 × 107 1.0 × 108 4.5 0.6 × vesc ∼v−2

w i 3 Chab. –
S16 60 2 × 5123 2.0 × 107 1.0 × 108 4.5 0.6 × vesc ∼v−2

w i 3 Chab. yes
S17 15 2 × 2563 2.5 × 106 1.3 × 107 2.25 0.6 × vesc ∼v−2

w i 3 Chab. yes

where c ≡ rs/r200c is the halo’s concentration, i.e. the ratio of the
NFW-scale radius rs to the radius r200c at which the mean enclosed
density is 200 times the critical density of the Universe. v200c =√

GM200c/r200c is the circular velocity at r200c, where G is the grav-
itational constant, and M200c is the mass enclosed within radius r200c.
In our simulations, we run an on-the-fly friends-of-friends (FoF)
group finder at regular intervals and store for each gas particle the
mass of the FoF group it is part of. Based on this mass, the host halo’s
escape velocity can be estimated using equation (2) and the mass–
concentration relation c = 4.67 × (M200c/[1014 h−1 M"])−0.11 ob-
tained by Neto et al. (2007) from the Millennium N-body simulation
(Springel et al. 2005b).1

Once we have fixed the velocities of galactic winds, we need a
prescription for the amount of gas that enters into such winds. A
simple choice that was used in most previous sub-resolution models
of wind formation is to link the power that is available for driving
the wind to the star formation rate of the galaxy from which it is
launched. In particular, the wind energy has often been assumed to
be a specific fraction of the available supernova feedback energy
(see e.g. Springel & Hernquist 2003). The latter is proportional to
the star formation rate, with a proportionality constant that depends
on the assumed initial stellar mass function (IMF). Under these
assumptions, the mass flux Ṁw of the wind is related to the galaxy’s
star formation rate Ṁ∗ by

1
2
Ṁwv2

w = εSN,wṀ∗, (3)

where εSN, w is the energy available to the wind per unit mass of long-
lived stars formed. For such energy-driven winds, the mass-loading
η ≡ Ṁw/Ṁ∗ scales with η ∼ v−2

w . Thus, winds with velocities given
by equation (1) will have significantly larger mass loadings in low-

1 As the wind velocity is not very sensitive to the mass–concentration re-
lation, we ignore redshift evolution effects and use the z = 0 relation from
Neto et al. (2007) also at z > 0.

mass haloes and are therefore expected to suppress star formation
more strongly there.

In reality, the amount of energy that is available for driving a
galactic wind may not only depend on the galaxy’s star formation
rate. For example, the fraction of injected energy that is lost by
radiative cooling could depend on halo mass. On the other hand,
momentum that is injected by stellar winds, supernovae and AGN
cannot be radiated away. Accordingly, if galactic winds are momen-
tum driven, it would seem more natural to assume a proportionality
between the winds’ momentum flux (rather than its energy flux)
and the star formation rate of the host galaxy. In this case, the mass
loading would scale like η ∼ v−1

w .
In this work, we will explore the effects of both a ∼v−2

w and a
∼v−1

w dependence of the mass loading on the wind velocity, where
we assume in both cases that the wind velocity is related to the
halo’s escape velocity by equation (1). For reference, we will also
show results based on the galactic wind model originally introduced
by Springel & Hernquist (2003), which assumes a constant wind
mass-loading η and wind velocity vw .

Unless mentioned otherwise, we assume our winds to be
isotropic, i.e. gas particles entering the wind near the centre of
a galaxy will receive a kick vw in a random direction. We checked,
however, that adopting polar outflows does not alter our results sig-
nificantly (see e.g. Fig. 1), in line with the findings of Springel &
Hernquist (2003). Once particles enter the wind through stochastic
selection from the star-forming phase, they are briefly decoupled
from hydrodynamical interactions until their smoothed particle hy-
drodynamic (SPH) density falls below 10 per cent of the threshold
density for star formation (as in Springel & Hernquist 2003). To
protect against rare cases in which wind particles do not reach a re-
gion of low enough density (this could happen if, e.g., the imposed
wind velocity is very low), the hydrodynamical forces are turned
on again after an elapsed time equal to 2.5 per cent of the Hubble
time at the simulation redshift.

In principle, computing the escape velocity from the FoF group
mass could lead to systematic differences in the wind properties of
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Table 1. Summary of the parameters of the simulations used in this work. Given are the simulation name, the comoving box size, the number
of simulation particles npart in the initial conditions (half of them are gas and half of them are dark matter particles), the gas particle mass
mgas, the dark matter particle mass mdm, the comoving gravitational softening (Plummer equivalent), the wind velocity vw , the wind mass
loading η, the wind geometry [(i)sotropic or (b)ipolar], the UV heating boost factor fUV, the assumed IMF (Salpeter or Chabrier) and whether
supermassive BHs were included.

Simulation Box size npart mgas mdm ε vw η Wind fUV IMF BHs
name ( h−1 Mpc) ( h−1 M") ( h−1 M") ( h−1 kpc) geom.

S1 15 2 × 1283 2.0 × 107 1.0 × 108 4.5 – – – 1 Sal. –
S2 15 2 × 1283 2.0 × 107 1.0 × 108 4.5 484 km s−1 2 i 1 Sal. –
S3 15 2 × 1283 2.0 × 107 1.0 × 108 4.5 484 km s−1 2 b 1 Sal. –
S4 15 2 × 1283 2.0 × 107 1.0 × 108 4.5 1.25 × vesc ∼v−1

w i 1 Sal. –
S5 15 2 × 1283 2.0 × 107 1.0 × 108 4.5 1.25 × vesc ∼v−2

w i 1 Sal. –
S6 15 2 × 1283 2.0 × 107 1.0 × 108 4.5 0.6 × vesc ∼v−2

w i 1 Sal. –
S7 15 2 × 1283 2.0 × 107 1.0 × 108 4.5 0.6 × vesc ∼v−2

w i 3 Chab. –
S8 15 2 × 1283 2.0 × 107 1.0 × 108 4.5 205 km s−1 20 i 3 Chab. –
S9 15 2 × 2563 2.5 × 106 1.3 × 107 2.25 – – – 1 Sal. –
S10 15 2 × 2563 2.5 × 106 1.3 × 107 2.25 484 km s−1 2 i 1 Sal. –
S11 15 2 × 2563 2.5 × 106 1.3 × 107 2.25 0.6 × vesc ∼v−2

w i 3 Chab. –
S12 15 2 × 5123 3.2 × 105 1.6 × 106 1.125 0.6 × vesc ∼v−2

w i 3 Chab. –
S13 60 2 × 5123 2.0 × 107 1.0 × 108 4.5 – – – 1 Sal. –
S14 60 2 × 5123 2.0 × 107 1.0 × 108 4.5 484 km s−1 2 i 1 Sal. –
S15 60 2 × 5123 2.0 × 107 1.0 × 108 4.5 0.6 × vesc ∼v−2

w i 3 Chab. –
S16 60 2 × 5123 2.0 × 107 1.0 × 108 4.5 0.6 × vesc ∼v−2

w i 3 Chab. yes
S17 15 2 × 2563 2.5 × 106 1.3 × 107 2.25 0.6 × vesc ∼v−2

w i 3 Chab. yes

where c ≡ rs/r200c is the halo’s concentration, i.e. the ratio of the
NFW-scale radius rs to the radius r200c at which the mean enclosed
density is 200 times the critical density of the Universe. v200c =√

GM200c/r200c is the circular velocity at r200c, where G is the grav-
itational constant, and M200c is the mass enclosed within radius r200c.
In our simulations, we run an on-the-fly friends-of-friends (FoF)
group finder at regular intervals and store for each gas particle the
mass of the FoF group it is part of. Based on this mass, the host halo’s
escape velocity can be estimated using equation (2) and the mass–
concentration relation c = 4.67 × (M200c/[1014 h−1 M"])−0.11 ob-
tained by Neto et al. (2007) from the Millennium N-body simulation
(Springel et al. 2005b).1

Once we have fixed the velocities of galactic winds, we need a
prescription for the amount of gas that enters into such winds. A
simple choice that was used in most previous sub-resolution models
of wind formation is to link the power that is available for driving
the wind to the star formation rate of the galaxy from which it is
launched. In particular, the wind energy has often been assumed to
be a specific fraction of the available supernova feedback energy
(see e.g. Springel & Hernquist 2003). The latter is proportional to
the star formation rate, with a proportionality constant that depends
on the assumed initial stellar mass function (IMF). Under these
assumptions, the mass flux Ṁw of the wind is related to the galaxy’s
star formation rate Ṁ∗ by

1
2
Ṁwv2

w = εSN,wṀ∗, (3)

where εSN, w is the energy available to the wind per unit mass of long-
lived stars formed. For such energy-driven winds, the mass-loading
η ≡ Ṁw/Ṁ∗ scales with η ∼ v−2

w . Thus, winds with velocities given
by equation (1) will have significantly larger mass loadings in low-

1 As the wind velocity is not very sensitive to the mass–concentration re-
lation, we ignore redshift evolution effects and use the z = 0 relation from
Neto et al. (2007) also at z > 0.

mass haloes and are therefore expected to suppress star formation
more strongly there.

In reality, the amount of energy that is available for driving a
galactic wind may not only depend on the galaxy’s star formation
rate. For example, the fraction of injected energy that is lost by
radiative cooling could depend on halo mass. On the other hand,
momentum that is injected by stellar winds, supernovae and AGN
cannot be radiated away. Accordingly, if galactic winds are momen-
tum driven, it would seem more natural to assume a proportionality
between the winds’ momentum flux (rather than its energy flux)
and the star formation rate of the host galaxy. In this case, the mass
loading would scale like η ∼ v−1

w .
In this work, we will explore the effects of both a ∼v−2

w and a
∼v−1

w dependence of the mass loading on the wind velocity, where
we assume in both cases that the wind velocity is related to the
halo’s escape velocity by equation (1). For reference, we will also
show results based on the galactic wind model originally introduced
by Springel & Hernquist (2003), which assumes a constant wind
mass-loading η and wind velocity vw .

Unless mentioned otherwise, we assume our winds to be
isotropic, i.e. gas particles entering the wind near the centre of
a galaxy will receive a kick vw in a random direction. We checked,
however, that adopting polar outflows does not alter our results sig-
nificantly (see e.g. Fig. 1), in line with the findings of Springel &
Hernquist (2003). Once particles enter the wind through stochastic
selection from the star-forming phase, they are briefly decoupled
from hydrodynamical interactions until their smoothed particle hy-
drodynamic (SPH) density falls below 10 per cent of the threshold
density for star formation (as in Springel & Hernquist 2003). To
protect against rare cases in which wind particles do not reach a re-
gion of low enough density (this could happen if, e.g., the imposed
wind velocity is very low), the hydrodynamical forces are turned
on again after an elapsed time equal to 2.5 per cent of the Hubble
time at the simulation redshift.

In principle, computing the escape velocity from the FoF group
mass could lead to systematic differences in the wind properties of
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Table 1. Summary of the parameters of the simulations used in this work. Given are the simulation name, the comoving box size, the number
of simulation particles npart in the initial conditions (half of them are gas and half of them are dark matter particles), the gas particle mass
mgas, the dark matter particle mass mdm, the comoving gravitational softening (Plummer equivalent), the wind velocity vw , the wind mass
loading η, the wind geometry [(i)sotropic or (b)ipolar], the UV heating boost factor fUV, the assumed IMF (Salpeter or Chabrier) and whether
supermassive BHs were included.

Simulation Box size npart mgas mdm ε vw η Wind fUV IMF BHs
name ( h−1 Mpc) ( h−1 M") ( h−1 M") ( h−1 kpc) geom.

S1 15 2 × 1283 2.0 × 107 1.0 × 108 4.5 – – – 1 Sal. –
S2 15 2 × 1283 2.0 × 107 1.0 × 108 4.5 484 km s−1 2 i 1 Sal. –
S3 15 2 × 1283 2.0 × 107 1.0 × 108 4.5 484 km s−1 2 b 1 Sal. –
S4 15 2 × 1283 2.0 × 107 1.0 × 108 4.5 1.25 × vesc ∼v−1

w i 1 Sal. –
S5 15 2 × 1283 2.0 × 107 1.0 × 108 4.5 1.25 × vesc ∼v−2

w i 1 Sal. –
S6 15 2 × 1283 2.0 × 107 1.0 × 108 4.5 0.6 × vesc ∼v−2

w i 1 Sal. –
S7 15 2 × 1283 2.0 × 107 1.0 × 108 4.5 0.6 × vesc ∼v−2

w i 3 Chab. –
S8 15 2 × 1283 2.0 × 107 1.0 × 108 4.5 205 km s−1 20 i 3 Chab. –
S9 15 2 × 2563 2.5 × 106 1.3 × 107 2.25 – – – 1 Sal. –
S10 15 2 × 2563 2.5 × 106 1.3 × 107 2.25 484 km s−1 2 i 1 Sal. –
S11 15 2 × 2563 2.5 × 106 1.3 × 107 2.25 0.6 × vesc ∼v−2

w i 3 Chab. –
S12 15 2 × 5123 3.2 × 105 1.6 × 106 1.125 0.6 × vesc ∼v−2

w i 3 Chab. –
S13 60 2 × 5123 2.0 × 107 1.0 × 108 4.5 – – – 1 Sal. –
S14 60 2 × 5123 2.0 × 107 1.0 × 108 4.5 484 km s−1 2 i 1 Sal. –
S15 60 2 × 5123 2.0 × 107 1.0 × 108 4.5 0.6 × vesc ∼v−2

w i 3 Chab. –
S16 60 2 × 5123 2.0 × 107 1.0 × 108 4.5 0.6 × vesc ∼v−2

w i 3 Chab. yes
S17 15 2 × 2563 2.5 × 106 1.3 × 107 2.25 0.6 × vesc ∼v−2

w i 3 Chab. yes

where c ≡ rs/r200c is the halo’s concentration, i.e. the ratio of the
NFW-scale radius rs to the radius r200c at which the mean enclosed
density is 200 times the critical density of the Universe. v200c =√

GM200c/r200c is the circular velocity at r200c, where G is the grav-
itational constant, and M200c is the mass enclosed within radius r200c.
In our simulations, we run an on-the-fly friends-of-friends (FoF)
group finder at regular intervals and store for each gas particle the
mass of the FoF group it is part of. Based on this mass, the host halo’s
escape velocity can be estimated using equation (2) and the mass–
concentration relation c = 4.67 × (M200c/[1014 h−1 M"])−0.11 ob-
tained by Neto et al. (2007) from the Millennium N-body simulation
(Springel et al. 2005b).1

Once we have fixed the velocities of galactic winds, we need a
prescription for the amount of gas that enters into such winds. A
simple choice that was used in most previous sub-resolution models
of wind formation is to link the power that is available for driving
the wind to the star formation rate of the galaxy from which it is
launched. In particular, the wind energy has often been assumed to
be a specific fraction of the available supernova feedback energy
(see e.g. Springel & Hernquist 2003). The latter is proportional to
the star formation rate, with a proportionality constant that depends
on the assumed initial stellar mass function (IMF). Under these
assumptions, the mass flux Ṁw of the wind is related to the galaxy’s
star formation rate Ṁ∗ by

1
2
Ṁwv2

w = εSN,wṀ∗, (3)

where εSN, w is the energy available to the wind per unit mass of long-
lived stars formed. For such energy-driven winds, the mass-loading
η ≡ Ṁw/Ṁ∗ scales with η ∼ v−2

w . Thus, winds with velocities given
by equation (1) will have significantly larger mass loadings in low-

1 As the wind velocity is not very sensitive to the mass–concentration re-
lation, we ignore redshift evolution effects and use the z = 0 relation from
Neto et al. (2007) also at z > 0.

mass haloes and are therefore expected to suppress star formation
more strongly there.

In reality, the amount of energy that is available for driving a
galactic wind may not only depend on the galaxy’s star formation
rate. For example, the fraction of injected energy that is lost by
radiative cooling could depend on halo mass. On the other hand,
momentum that is injected by stellar winds, supernovae and AGN
cannot be radiated away. Accordingly, if galactic winds are momen-
tum driven, it would seem more natural to assume a proportionality
between the winds’ momentum flux (rather than its energy flux)
and the star formation rate of the host galaxy. In this case, the mass
loading would scale like η ∼ v−1

w .
In this work, we will explore the effects of both a ∼v−2

w and a
∼v−1

w dependence of the mass loading on the wind velocity, where
we assume in both cases that the wind velocity is related to the
halo’s escape velocity by equation (1). For reference, we will also
show results based on the galactic wind model originally introduced
by Springel & Hernquist (2003), which assumes a constant wind
mass-loading η and wind velocity vw .

Unless mentioned otherwise, we assume our winds to be
isotropic, i.e. gas particles entering the wind near the centre of
a galaxy will receive a kick vw in a random direction. We checked,
however, that adopting polar outflows does not alter our results sig-
nificantly (see e.g. Fig. 1), in line with the findings of Springel &
Hernquist (2003). Once particles enter the wind through stochastic
selection from the star-forming phase, they are briefly decoupled
from hydrodynamical interactions until their smoothed particle hy-
drodynamic (SPH) density falls below 10 per cent of the threshold
density for star formation (as in Springel & Hernquist 2003). To
protect against rare cases in which wind particles do not reach a re-
gion of low enough density (this could happen if, e.g., the imposed
wind velocity is very low), the hydrodynamical forces are turned
on again after an elapsed time equal to 2.5 per cent of the Hubble
time at the simulation redshift.

In principle, computing the escape velocity from the FoF group
mass could lead to systematic differences in the wind properties of
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Figure 1. Impact of galactic winds with constant velocity and mass loading on the GSMF (left-hand panel) and the stellar mass fractions of haloes (right-hand
panel) at z = 0. Shown are results for a reference run without kinetic wind feedback (simulation S1; see Table 1) and for simulations with isotropic (S2) and
polar (S3) winds with constant wind velocity vw = 484 km s−1 and mass loading η = 2. A fit to the observed GSMF (Li & White 2009) is shown for reference.
Also shown are constraints on halo stellar fractions obtained using the abundance matching technique (Guo et al. 2010). Both runs with constant winds and
without winds strongly overpredict the low-mass end of the GSMF, as well as the stellar fractions in low-mass haloes.

Cosmological hydrodynamical simulations that account for ra-
diative cooling but lack feedback processes associated with star
formation fail to reproduce this behaviour and strongly overpredict
the stellar mass fractions of haloes (Balogh et al. 2001). It has hence
been realized early on that some kind of feedback mechanism needs
to be included (White & Frenk 1991). However, as the relevant phys-
ical scales of the multiphase ISM or of AGN cannot be resolved
in large volume simulations, previous work has introduced a num-
ber of phenomenological sub-resolution models for treating such
feedback effects (Springel & Hernquist 2003; Borgani et al. 2005;
Springel, Di Matteo & Hernquist 2005a; Sijacki et al. 2007; Schaye
& Dalla Vecchia 2008; Booth & Schaye 2009). In most works, the
primary feedback physics invoked have been supernovae, which
are thought to be crucial for reducing the cosmic star formation rate
to reasonable levels. However, different approaches were used in
numerical models to account for the feedback energy supplied by
supernova explosions. Many implementations inject at least part of
the energy thermally into the ISM to counteract radiative cooling
losses. However, in its simplest form, such an approach is relatively
ineffective and does not create outflows, prompting a number of
‘delayed cooling’ models (e.g. Thacker & Couchman 2000; Scan-
napieco et al. 2006) that try to suppress a rapid cooling loss of
the injected heat energy. Alternatively, a kinetic feedback compo-
nent which directly drives galactic winds has often been invoked
(Springel & Hernquist 2003).

In the simplest parametrization, winds are driven with a fixed
mass loading η, i.e. by assuming a fixed ratio between wind mass
flux and the galaxy’s star formation rate. If the assumed amount
of energy available for the kinetic feedback per unit mass of stars
formed (Springel & Hernquist 2003) is also kept fixed, a constant
wind velocity results. Hence we will call such models constant wind
models. They were found to significantly reduce the abundance of
galaxies with stellar masses below a few times 1010 M", but the
strength and exact mass-scale of the suppression depend on the de-
tailed choice of the wind parameters (e.g. Crain et al. 2009, see also
our Fig. 1). These simulations have, however, so far neither been

able to reproduce the slope of the low-mass end of the observed
GSMF nor its overall shape and normalization. Furthermore, sim-
ulations that did not include AGN feedback tended to overpredict
the abundance of massive galaxies.

In comparison, semi-analytical models have been much more
successful in reproducing the global properties of galaxies, includ-
ing their abundance as a function of stellar mass (i.e. the GSMF)
and the redshift evolution of primary characteristics of the galaxy
population (e.g. Bower et al. 2006; Croton et al. 2006). From such
studies it was concluded that the faint-end slope of the galaxy lu-
minosity function can be made compatible with observations if the
ratio of the mass flux of gas ejected from galactic discs by supernova
and stellar winds to the star formation rate is scaled with properties
of the host galaxy. This has often been parametrized by scaling the
ejection efficiency with an inverse power of the disc rotation veloc-
ity, ∼v−α

disc, with typical values for α in the range 2 to 3.2 (Cole et al.
2000; Benson et al. 2003; Bower, Benson & Crain 2012). It was
also found that by including simple models for AGN feedback the
abundance of massive galaxies could be significantly reduced and
made compatible with observations (e.g. Bower et al. 2006; Croton
et al. 2006).

Observationally, the mass loadings and velocities of galactic
winds are still not accurately constrained, but some progress has
been made in recent years by measuring Na, Na I and Mg II ab-
sorption lines in outflows. Martin (2005) discovered a correlation
between the wind velocities and star formation rates of galaxies, vw

∼ SFR0.35. For galaxies with measured rotation curves, a positive
correlation between the galaxies’ circular velocities and the terminal
wind velocities was found, and maximum wind velocities slightly
smaller than the galaxies’ escape velocities were inferred. Martin
(2006) estimated mass outflow rates in the winds’ cold components
of the order of 10 per cent of the SFR. The achieved level of accu-
racy did, however, not allow firm conclusions about how the mass
loading scales with wind velocity. Weiner et al. (2009) observed a
similar correlation between SFR and outflow velocity, vw ∼ SFR0.3,
in z ∼ 1.4 galaxies, as well as maximum wind velocities close to
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tion 3.2. In Section 3.3, we assess whether the wind model
that reproduces the z = 0 GSMF best can also match the
cosmic star formation history, as well as the GSMFs at red-
shifts z = 1 and 2. We finally explore the impact of winds on
the gas masses and specific star formation rates of galaxies
in Section 3.4, and summarize our findings in Section 4.

2 METHODOLOGY

2.1 The simulations

Throughout this paper, we make use of a set of cosmo-
logical hydrodynamical simulations that were performed
with the TreePM-SPH simulation code P-Gadget-3, an
updated and significantly extended version of Gadget-2

(Springel 2005). The simulations adopt the best-fit WMAP
7-year cosmology (Komatsu et al. 2011) with ΩM = 0.272,
ΩΛ = 0.728, ΩB = 0.0465, h = 0.704, and σ8 = 0.809.

In this work, we want to explore the simulated galaxy
populations and galaxy stellar mass functions both at the
low-mass and the high-mass end. This calls simultaneously
for a high mass resolution (to resolve the small objects)
and a large volume (to find the rare high mass objects). An
immense computational effort would be necessary to meet
these requirements in a single simulation. To avoid this prob-
lem, we have chosen to perform a set of simulations that
cover a range of box sizes from 15 to 60h−1Mpc and a fac-
tor of 64 in mass resolution. The parameters of all runs that
we use in this work are summarized in Table 1.

Strictly speaking, it is problematic to run simulations
with a comoving box size of only 15 h−1Mpc until redshift
z = 0. At low redshift the fundamental mode in such small
simulation boxes becomes non-linear, but since a coupling
to larger modes is absent, the evolution of these modes will
not be fully correct. The simulation box may then not be a
representative sample of the universe any more. We checked,
however, that the quantities in which we are most interested
in, i.e. the GSMF and the stellar mass fraction of halos, are
not significantly affected by finite box-size effects other than
small-number statistics at the high-mass end (compare, e.g.,
the solid green curves in Figs. 3 and 5). The 15h−1Mpc
boxes can thus be reliably used to investigate the effects of
winds on the low-mass end. For the high-mass end, we use
simulations with a box size of 60 h−1Mpc.

2.2 The wind model

Inspired by the observations discussed in Section 1, we want
to study how galaxy formation is affected by galactic winds
whose velocities and mass loadings scale with the properties
of the galaxies form which they are launched. More specif-
ically, in our simulations we assume that the wind velocity
vw is directly proportional to a galaxies’ escape velocity vesc,
i.e.

vw = κ× vesc. (1)

The choice of the proportionality constant κ will be dis-
cussed in more detail in Section 3.1. The escape velocity from
the centre of a galaxy that is well described by a Navarro-
Frenk-White (NFW) profile (Navarro et al. 1996) is given

by

vesc = v200c ×

√

2 c
ln(1 + c)− c

1+c

, (2)

where c ≡ rs/r200c is the halo’s concentration, i.e. the ratio
of the NFW-scale radius rs to the radius r200c at which the
mean enclosed density is 200 times the critical density of the
Universe. v200c =

√

GM200c/r200c is the circular velocity at
r200c, where G is the gravitational constant, and M200c is the
mass enclosed within radius r200c. In our simulations, we run
an on-the-fly friends-of-friends (FoF) group finder at regu-
lar intervals and store for each gas particle the mass of the
FoF-group it is part of. Based on this mass, the host halo’s
escape velocity can be estimated using Eq. (2) and the mass-
concentration relation c = 4.67×(M200c/[10

14h−1M"])−0.11

obtained by Neto et al. (2007) from the Millennium N-body
simulation (Springel et al. 2005b).1

Once we have fixed the velocities of galactic winds, we
need a prescription for the amount of gas that enters into
such winds. A simple choice that was used in most previous
sub-resolution models of wind formation is to link the power
that is available for driving the wind to the star formation
rate of the galaxy from which it is launched. In particular,
the wind energy has often been assumed to be a specific
fraction of the available supernova feedback energy (see e.g.
Springel & Hernquist 2003). The latter is proportional to
the star formation rate, with a proportionality constant that
depends on the assumed initial stellar mass function (IMF).
Under these assumptions, the mass flux Ṁw of the wind is
related to the galaxy’s star formation rate Ṁ∗ by

1
2
Ṁwv

2
w = εSN,wṀ∗, (3)

where εSN,w is the energy available to the wind per unit mass
of long-lived stars formed. For such energy-driven winds, the
mass-loading η ≡ Ṁw/Ṁ∗ scales with η ∼ v−2

w . Thus, winds
with velocities given by Eq. (1) will have significantly larger
mass-loadings in low-mass halos and are therefore expected
to suppress star formation more strongly there.

In reality, the amount of energy that is available for
driving a galactic wind may not only depend on the galaxy’s
star formation rate. For example, the fraction of injected
energy that is lost by radiative cooling could depend on
halo mass. On the other hand, momentum that is injected
by stellar winds, supernovae and AGN cannot be radiated
away. Accordingly, if galactic winds are momentum-driven,
it would seem more natural to assume a proportionality be-
tween the winds’ momentum flux (rather than its energy
flux) and the star formation rate of the host galaxy. In this
case, the mass-loading would scale like η ∼ v−1

w .
In this work, we will explore the effects of both a ∼

v−2
w and a ∼ v−1

w dependence of the mass-loading on the
wind velocity, where we assume in both cases that the wind
velocity is related to the halo’s escape velocity by Eq. (1).
For reference, we will also show results based on the galactic
wind model originally introduced by Springel & Hernquist

1 As the wind velocity is not very sensitive to the mass-
concentration relation, we ignore redshift evolution effects and
use the z = 0 relation from Neto et al. (2007) also at z > 0.
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Galaxy, indicating that some LIGs are not massive enough to
become ULIGs. Some fraction of LIG progenitors, however,
are likely major mergers that were ultraluminous near peri-
galactic passage but faded during the long journey through
apogalacticon. This idea is supported by (1) the significant over-
lap in CO masses between LIGs and ULIGs (Gao & Solomon
1999), (2) the revived starburst activity suggested by the bi-
modal distribution of ULIG merger ages (Murphy et al. 2001),
and (3) the wider mean separation of LIGs relative to ULIGs.
Unfortunately, most of the LIGs with measured rotation speeds
are highly inclined disks for which no outflow was detected by
Heckman et al. (2000). Consequently, rotation curves are avail-
able for only two of the LIGs shown in Figure 6. If we consider
the paucity of data and the poorly determined inclination cor-
rections for the outflow velocities, these results should be taken
as preliminary. Nonetheless, the combined data do indicate a
steep rise in outflow velocity with rotation speed, as illustrated
in Figure 7. This result is potentially of fundamental significance,
so it is important to obtain more rotation curves. For the galax-
ies without rotation curves, rough circular velocities estimated
from line widths yield few velocities higher than the prelimi-
nary relation, so Figure 7 may actually provide a reasonable de-
scription of the upper envelope.

Absorption lines are ideal probes of the kinematics of ex-
tended low density gas, so it is not surprising that outflows were

one of the first features identified in the spectra of high-redshift
galaxies, whose optical spectra include the plethora of strong
absorption lines in the rest-frame ultraviolet bandpass. The choice
of systemic velocity is critical when comparing outflow speeds.
In particular, Ly! emission is often seen redshifted relative to
stellar features because of resonance scattering off the receding
side of the flow and therefore makes a poor zero point. Among
Lyman break–selected galaxies at z ! 3, the galaxy MS 1512-
cB58 has the highest quality spectra because of its large lens-
ing amplification. Its measured SFR, 40 M" yr#1, and its
outflow velocity, 255 km s#1 (Pettini et al. 2002), place it right
on the average relation for nearby LIGs. The high-redshift ob-
jects with bolometric luminosities in the ULIG range are se-
lected in the submillimeter band (Ivison et al. 2000). Rest-frame
ultraviolet spectra show median offsets between the H! veloc-
ity and low-ionization ultraviolet resonance absorption lines of
!650 km s#1 at luminosities of a few hundred solar masses per
year (S. Chapman 2004, private communication), which place
them in the same part of Figure 6 as the local ULIGs. Outflows
from high-redshift galaxies therefore appear to obey the same
scaling relations as winds from local starbursts.
Not only are neutral outflows faster in more massive galax-

ies, but their terminal velocities also appear to increase almost
linearly with the galactic rotation speed. Figure 7 (bottom) shows
that the terminal velocities are always 2–3 times the rotation
speed. This normalization is particularly interesting since the
escape velocity is

ffiffiffi
2

p
(minimum) to 3.5 (isothermal halo extend-

ing to 100 kpc) times larger than the circular velocity. The esti-
mated escape velocities are roughly 100, 400, and 900 km s#1 in
dwarf starbursts, LIGs, and ULIGs, respectively. The proximity
of the upper envelope in Figure 6 to these values provides im-
portant information about the dynamics of the outflows and is
discussed further in x 5.

4.3. Velocity Variations from Sigght-Line Orientation

X-ray and optical imaging of nearby starburst galaxies in-
dicate that the outflow axis is aligned perpendicular to the disk
plane. Identical bipolar outflows viewed at random angles yield
a large range of measured Na i velocities, so it is interesting to
examine whether the fastest outflows might be found in systems
with galactic disks oriented nearly face-on to our sight line. This
hypothesis is supported by the paucity of outflows in the edge-
on sample of LIGs (Heckman et al. 2000). Inclination is well
defined for only a few of the ULIGs because of both the lack of
high-resolution imaging and the ongoing merger. NICMOS im-
ages of IRAS 17208#0014 and IRAS 10565+2448 show that
these disks are oriented nearly face-on (Scoville et al. 2000),
and the outflow velocities in both are among the largest mea-
sured at comparable SFRs. If large outflow velocities are purely
an inclination effect, then ULIGs such as IRAS 23365+3604
and IRAS 18368+3549 must also be observed nearly face-on,
which is not inconsistent with their appearance in ground-based
images. Large axial ratios indicate that two ULIGs are likely
viewed edge-on. Of these, IRAS 03521+0028 has very weak
Na i, and IRAS 11506+1331 has little net outflowing material in
Na i. Inclination therefore appears to have something to do with
the observed velocity spread at a given SFR.
To examine inclination effects quantitatively, consider a sim-

ple model in which the flow is perpendicular to the disk plane.
The average polar viewing angle is i ¼ 57%, and the average
projected velocity is 0:5v max. It follows that, at any particular
SFR, the true outflow velocity is twice as large as the average
projected outflow velocity measured. Multiplying the fitted vB
versus SFR relation by 2.0 yields the dashed line sketched

Fig. 7.—Top, Outflow velocity at Na i line center vs. galactic rotation speed;
bottom, terminal Na i velocity vs. galactic rotation speed. [See the electronic
edition of the Journal for a color version of this figure.]
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tion 3.2. In Section 3.3, we assess whether the wind model
that reproduces the z = 0 GSMF best can also match the
cosmic star formation history, as well as the GSMFs at red-
shifts z = 1 and 2. We finally explore the impact of winds on
the gas masses and specific star formation rates of galaxies
in Section 3.4, and summarize our findings in Section 4.

2 METHODOLOGY

2.1 The simulations

Throughout this paper, we make use of a set of cosmo-
logical hydrodynamical simulations that were performed
with the TreePM-SPH simulation code P-Gadget-3, an
updated and significantly extended version of Gadget-2

(Springel 2005). The simulations adopt the best-fit WMAP
7-year cosmology (Komatsu et al. 2011) with ΩM = 0.272,
ΩΛ = 0.728, ΩB = 0.0465, h = 0.704, and σ8 = 0.809.

In this work, we want to explore the simulated galaxy
populations and galaxy stellar mass functions both at the
low-mass and the high-mass end. This calls simultaneously
for a high mass resolution (to resolve the small objects)
and a large volume (to find the rare high mass objects). An
immense computational effort would be necessary to meet
these requirements in a single simulation. To avoid this prob-
lem, we have chosen to perform a set of simulations that
cover a range of box sizes from 15 to 60h−1Mpc and a fac-
tor of 64 in mass resolution. The parameters of all runs that
we use in this work are summarized in Table 1.

Strictly speaking, it is problematic to run simulations
with a comoving box size of only 15 h−1Mpc until redshift
z = 0. At low redshift the fundamental mode in such small
simulation boxes becomes non-linear, but since a coupling
to larger modes is absent, the evolution of these modes will
not be fully correct. The simulation box may then not be a
representative sample of the universe any more. We checked,
however, that the quantities in which we are most interested
in, i.e. the GSMF and the stellar mass fraction of halos, are
not significantly affected by finite box-size effects other than
small-number statistics at the high-mass end (compare, e.g.,
the solid green curves in Figs. 3 and 5). The 15h−1Mpc
boxes can thus be reliably used to investigate the effects of
winds on the low-mass end. For the high-mass end, we use
simulations with a box size of 60 h−1Mpc.

2.2 The wind model

Inspired by the observations discussed in Section 1, we want
to study how galaxy formation is affected by galactic winds
whose velocities and mass loadings scale with the properties
of the galaxies form which they are launched. More specif-
ically, in our simulations we assume that the wind velocity
vw is directly proportional to a galaxies’ escape velocity vesc,
i.e.

vw = κ× vesc. (1)

The choice of the proportionality constant κ will be dis-
cussed in more detail in Section 3.1. The escape velocity from
the centre of a galaxy that is well described by a Navarro-
Frenk-White (NFW) profile (Navarro et al. 1996) is given

by

vesc = v200c ×

√

2 c
ln(1 + c)− c

1+c

, (2)

where c ≡ rs/r200c is the halo’s concentration, i.e. the ratio
of the NFW-scale radius rs to the radius r200c at which the
mean enclosed density is 200 times the critical density of the
Universe. v200c =

√

GM200c/r200c is the circular velocity at
r200c, where G is the gravitational constant, and M200c is the
mass enclosed within radius r200c. In our simulations, we run
an on-the-fly friends-of-friends (FoF) group finder at regu-
lar intervals and store for each gas particle the mass of the
FoF-group it is part of. Based on this mass, the host halo’s
escape velocity can be estimated using Eq. (2) and the mass-
concentration relation c = 4.67×(M200c/[10

14h−1M"])−0.11

obtained by Neto et al. (2007) from the Millennium N-body
simulation (Springel et al. 2005b).1

Once we have fixed the velocities of galactic winds, we
need a prescription for the amount of gas that enters into
such winds. A simple choice that was used in most previous
sub-resolution models of wind formation is to link the power
that is available for driving the wind to the star formation
rate of the galaxy from which it is launched. In particular,
the wind energy has often been assumed to be a specific
fraction of the available supernova feedback energy (see e.g.
Springel & Hernquist 2003). The latter is proportional to
the star formation rate, with a proportionality constant that
depends on the assumed initial stellar mass function (IMF).
Under these assumptions, the mass flux Ṁw of the wind is
related to the galaxy’s star formation rate Ṁ∗ by

1
2
Ṁwv

2
w = εSN,wṀ∗, (3)

where εSN,w is the energy available to the wind per unit mass
of long-lived stars formed. For such energy-driven winds, the
mass-loading η ≡ Ṁw/Ṁ∗ scales with η ∼ v−2

w . Thus, winds
with velocities given by Eq. (1) will have significantly larger
mass-loadings in low-mass halos and are therefore expected
to suppress star formation more strongly there.

In reality, the amount of energy that is available for
driving a galactic wind may not only depend on the galaxy’s
star formation rate. For example, the fraction of injected
energy that is lost by radiative cooling could depend on
halo mass. On the other hand, momentum that is injected
by stellar winds, supernovae and AGN cannot be radiated
away. Accordingly, if galactic winds are momentum-driven,
it would seem more natural to assume a proportionality be-
tween the winds’ momentum flux (rather than its energy
flux) and the star formation rate of the host galaxy. In this
case, the mass-loading would scale like η ∼ v−1

w .
In this work, we will explore the effects of both a ∼

v−2
w and a ∼ v−1

w dependence of the mass-loading on the
wind velocity, where we assume in both cases that the wind
velocity is related to the halo’s escape velocity by Eq. (1).
For reference, we will also show results based on the galactic
wind model originally introduced by Springel & Hernquist

1 As the wind velocity is not very sensitive to the mass-
concentration relation, we ignore redshift evolution effects and
use the z = 0 relation from Neto et al. (2007) also at z > 0.
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Galaxy, indicating that some LIGs are not massive enough to
become ULIGs. Some fraction of LIG progenitors, however,
are likely major mergers that were ultraluminous near peri-
galactic passage but faded during the long journey through
apogalacticon. This idea is supported by (1) the significant over-
lap in CO masses between LIGs and ULIGs (Gao & Solomon
1999), (2) the revived starburst activity suggested by the bi-
modal distribution of ULIG merger ages (Murphy et al. 2001),
and (3) the wider mean separation of LIGs relative to ULIGs.
Unfortunately, most of the LIGs with measured rotation speeds
are highly inclined disks for which no outflow was detected by
Heckman et al. (2000). Consequently, rotation curves are avail-
able for only two of the LIGs shown in Figure 6. If we consider
the paucity of data and the poorly determined inclination cor-
rections for the outflow velocities, these results should be taken
as preliminary. Nonetheless, the combined data do indicate a
steep rise in outflow velocity with rotation speed, as illustrated
in Figure 7. This result is potentially of fundamental significance,
so it is important to obtain more rotation curves. For the galax-
ies without rotation curves, rough circular velocities estimated
from line widths yield few velocities higher than the prelimi-
nary relation, so Figure 7 may actually provide a reasonable de-
scription of the upper envelope.

Absorption lines are ideal probes of the kinematics of ex-
tended low density gas, so it is not surprising that outflows were

one of the first features identified in the spectra of high-redshift
galaxies, whose optical spectra include the plethora of strong
absorption lines in the rest-frame ultraviolet bandpass. The choice
of systemic velocity is critical when comparing outflow speeds.
In particular, Ly! emission is often seen redshifted relative to
stellar features because of resonance scattering off the receding
side of the flow and therefore makes a poor zero point. Among
Lyman break–selected galaxies at z ! 3, the galaxy MS 1512-
cB58 has the highest quality spectra because of its large lens-
ing amplification. Its measured SFR, 40 M" yr#1, and its
outflow velocity, 255 km s#1 (Pettini et al. 2002), place it right
on the average relation for nearby LIGs. The high-redshift ob-
jects with bolometric luminosities in the ULIG range are se-
lected in the submillimeter band (Ivison et al. 2000). Rest-frame
ultraviolet spectra show median offsets between the H! veloc-
ity and low-ionization ultraviolet resonance absorption lines of
!650 km s#1 at luminosities of a few hundred solar masses per
year (S. Chapman 2004, private communication), which place
them in the same part of Figure 6 as the local ULIGs. Outflows
from high-redshift galaxies therefore appear to obey the same
scaling relations as winds from local starbursts.
Not only are neutral outflows faster in more massive galax-

ies, but their terminal velocities also appear to increase almost
linearly with the galactic rotation speed. Figure 7 (bottom) shows
that the terminal velocities are always 2–3 times the rotation
speed. This normalization is particularly interesting since the
escape velocity is

ffiffiffi
2

p
(minimum) to 3.5 (isothermal halo extend-

ing to 100 kpc) times larger than the circular velocity. The esti-
mated escape velocities are roughly 100, 400, and 900 km s#1 in
dwarf starbursts, LIGs, and ULIGs, respectively. The proximity
of the upper envelope in Figure 6 to these values provides im-
portant information about the dynamics of the outflows and is
discussed further in x 5.

4.3. Velocity Variations from Sigght-Line Orientation

X-ray and optical imaging of nearby starburst galaxies in-
dicate that the outflow axis is aligned perpendicular to the disk
plane. Identical bipolar outflows viewed at random angles yield
a large range of measured Na i velocities, so it is interesting to
examine whether the fastest outflows might be found in systems
with galactic disks oriented nearly face-on to our sight line. This
hypothesis is supported by the paucity of outflows in the edge-
on sample of LIGs (Heckman et al. 2000). Inclination is well
defined for only a few of the ULIGs because of both the lack of
high-resolution imaging and the ongoing merger. NICMOS im-
ages of IRAS 17208#0014 and IRAS 10565+2448 show that
these disks are oriented nearly face-on (Scoville et al. 2000),
and the outflow velocities in both are among the largest mea-
sured at comparable SFRs. If large outflow velocities are purely
an inclination effect, then ULIGs such as IRAS 23365+3604
and IRAS 18368+3549 must also be observed nearly face-on,
which is not inconsistent with their appearance in ground-based
images. Large axial ratios indicate that two ULIGs are likely
viewed edge-on. Of these, IRAS 03521+0028 has very weak
Na i, and IRAS 11506+1331 has little net outflowing material in
Na i. Inclination therefore appears to have something to do with
the observed velocity spread at a given SFR.
To examine inclination effects quantitatively, consider a sim-

ple model in which the flow is perpendicular to the disk plane.
The average polar viewing angle is i ¼ 57%, and the average
projected velocity is 0:5v max. It follows that, at any particular
SFR, the true outflow velocity is twice as large as the average
projected outflow velocity measured. Multiplying the fitted vB
versus SFR relation by 2.0 yields the dashed line sketched

Fig. 7.—Top, Outflow velocity at Na i line center vs. galactic rotation speed;
bottom, terminal Na i velocity vs. galactic rotation speed. [See the electronic
edition of the Journal for a color version of this figure.]
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Figure 2. Impact of scaling the velocity and mass loading of galactic winds with the host halo’s escape velocity on the low-mass end of
the GSMF (left panel) and the stellar mass fractions of halos (right panel) at z = 0. Shown are results for a reference run without kinetic
wind feedback (L15N128csf), for simulations with isotropic winds with constant wind velocity vw = 484 km s−1 and mass loading η = 2
(L15N128csf,cw), as well as for two variable wind models in which the wind velocity and mass loading scale with the host halo’s escape
velocity. In the latter models, the wind velocity is given by vw = 1.25 × vesc. The mass loading scales with the wind velocity according
to η ∼ v−1

w for the momentum driven wind model (L15N128csf,mdvw1.25) and according to η ∼ v−2
w for the energy driven wind model

(L15N128csf,edvw1.25). A fit to the observed GSMF (Li & White 2009) is shown for reference. Also shown are constraints on halo stellar
fractions obtained using the abundance matching technique (Guo et al. 2010). These results illustrate that the overproduction of low
mass galaxies is reduced in models in which the mass loading increases for low escape velocities.
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Figure 3. Dependence of the low-mass end of the GSMF (left panel) in energy driven wind models (η ∼ v−2
w ) on the assumed normaliza-

tion of wind velocity and mass loading. The effects on the stellar mass fractions of halos are illustrated in the figure’s right panel. Shown
are results for z = 0 and models in which the wind velocity is given by vw = 1.25 × vesc (L15N128csf,edvw1.25) and vw = 0.6 × vesc
(L15N128csf,edvw0.6). In the latter models, winds have an accordingly larger mass loading as η ∼ v−2

w . Also illustrated are the effects of
increasing the available supernova feedback energy by assuming a Chabrier rather than a Salpeter IMF and of assuming more efficient
photoheating (solid green line, simulation L15N128csf,edvw0.6,uv,chab, see main text for more details). A fit to the observed GSMF
(Li & White 2009) is shown for reference. Also shown are constraints on halo stellar fractions obtained using the abundance match-
ing technique (Guo et al. 2010). These results illustrate that winds with lower velocity but larger mass loading are more successful in
suppressing the overproduction of low mass galaxies. As expected, boosting supernova feedback and photoheating also reduces their
number.
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Figure 9. Mean gas mass (neutral hydrogen) to stellar mass
ratios of galaxies simulated without winds (L15N256csf), with
constant winds (L15N256csf,cw), and with energy driven vari-
able winds (L15N256csf,edvw0.6,uv,chab), as a function of stel-
lar mass at z = 0. Binned observational data compiled by
Peeples & Shankar (2011) are shown for comparison. The error
bars indicate the standard deviations of the bins’ mean values.
The energy-driven variable wind model produces galaxies with
much larger gas mass to stellar mass ratios, bringing them into
excellent agreement with observational constraints.

lisional ionisation equilibrium in the presence of an external
UV background, as in Katz et al. (1996).

The gas mass to stellar mass ratios exhibit a similar
behaviour as the specific star formation rates. Runs with-
out and with constant winds underpredict the observed gas
mass to stellar mass ratios, while the predictions based on
the energy-driven variable wind model are in excellent agree-
ment with the data. This is independent evidence that the
latter model ejects just the right amount of gas from galax-
ies, enabling them to simultaneously reproduce both the
observed stellar and gas masses. The gas fractions of the
constant and no wind models look surprisingly similar. The
cause for the low gas content is, however, different in these
models. In the constant wind run, outflows expel a large
fraction of the gas from galaxies, except in very massive ob-
jects with stellar masses above ∼ 1011M!, in which the fixed
wind velocity becomes insufficient to unbind gas. Without
winds, the gas fractions are instead reduced by a highly ef-
ficient conversion of gas into stars. It thus appears to be a
coincidence that the curves are so similar below ∼ 1011M!

at z = 0. This is also suggested by Fig. 6 which shows that
the star formation rate history is quite different in these
runs, only at z = 0 the star formation rate density happens
to be remarkably similar.

These results demonstrate that energy-driven variable
winds bring not only the stellar masses and star formation
histories of galaxies into much better agreement with obser-
vations but also yield gas masses and current specific star
formation rates in good agreement with observational con-
straints. We note that this impressively good agreement with
the data is found over the whole stellar mass range consid-
ered here.

4 SUMMARY AND CONCLUSIONS

In this work, we investigated feedback processes relevant for
shaping the GSMF, and how they can be accounted for in
cosmological hydrodynamical simulations of galaxy forma-
tion as a subresolution model. For this purpose, we imple-
mented a new model for galactic winds into the Gadget-

3 simulation code and used it to perform a set of high-
resolution simulations. This allowed us to study how wind
velocity and wind mass flux need to scale with the proper-
ties of the galaxy from which the winds are launched such
that the resulting simulated galaxy populations match ob-
servations. Even though identifying a favoured model in this
fashion is phenomenological in nature, we emphasize that a
successful wind model is a great asset for future galaxy sim-
ulations and attempts to understand the detailed physical
processes that launch winds with the required properties in
the first place.

We also studied the impact of feedback from AGN on
the abundance of massive galaxies and assessed the impor-
tance of correctly accounting for diffuse light when compar-
ing this quantity between simulations and observations. Our
main findings are:

• Galactic winds with constant mass-loading and velocity,
which have been widely used in the literature, are unable to
reproduce the observed shape and shallow faint-end slope of
the GSMF.

• Adopting a variable wind velocity equal to a specific
fraction of the escape velocity of the galaxy, as suggested
by observations, and allowing either for a certain amount of
momentum or energy to drive the wind, much larger wind
mass-loadings in low-mass galaxies are possible. This results
in a shallower low-mass end of the GSMF.

• A stronger scaling of mass-loading with wind velocity,
as implied by an energy- compared to a momentum-driven
wind scenario, reduces the slope of the low-mass end of the
GSMF more strongly. We find that an energy-driven variable
velocity wind model reproduces the observed low-mass slope
well.

• In such an energy-driven model the normalisation of the
GSMF depends on the available energy for driving the wind,
as well as on the adopted ratio of wind velocity to escape
velocity.

• The observed normalisation of the low-mass-end of
the GSMF can be matched well when wind velocities are
adopted that are somewhat smaller than the nominal escape
velocity from the centre of the halo (in agreement with ob-
servational suggestions), and when calculating the available
energy for driving the wind based on the expected supernova
rate.

• Including AGN feedback and correcting for diffuse light
when computing galaxy masses reduces the abundance of
massive galaxies, thereby bringing the high-mass end of the
GSMF into much better agreement with observations.

Overall, our simulations with energy-driven variable
winds and AGN feedback reproduce the observed GSMF
at redshift z = 0 quite well. In order to gain further insights
in how viable such scenarios are in light of other data, we
investigated how simulations with these models compare to
observational constraints on the cosmic star formation his-
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FIG. 1.—A comparison between the halo mass function offset by a factor of
0.05 (dashed line), the observed galaxy mass function (symbols), our model
without scatter (solid line) and our model including scatter (dotted line).We
see that the halo and the galaxy mass functions are different shapes, implying
that the stellar-to-halo mass ratio m/M is not constant. Our four parameter
model for the halo mass dependent stellar-to-halo mass ratio is in very good
agreement with the observations (both including and neglecting scatter).

SHM ratio is equal to (m/M)0, and two slopes β and γ which
indicate the behavior of m/M at the low and high mass ends
respectively. We use the same parameters for the central and
satellite populations, since – unlike luminosity – the stellar
mass of satellites changes only slightly after they are accreted
by the host halo.
Note that though both β and γ are expected to be positive,

they are not restricted to be so. The SHM relation is therefore
not necessarily monotonic.

3.2. Constraining the free parameters
Having set up the model we now need to constrain the four

free parameters M1, (m/M)0, β and γ. To do this, we pop-
ulate the halos in the simulation with galaxies. The stellar
masses of the galaxies depend on the mass of the halo and are
derived according to our prescription (equation 2). The po-
sitions of the galaxies are given by the halo positions in the
N-body simulation.
Once the simulation box is filled with galaxies, it is straight-

forward to compute the SMF Φmod(m). As we want to fit this
model mass function to the observed mass function Φobs(m)
by Panter et al. (2007), we choose the same stellar mass range
(108.5−1011.85 M!) and the same binsize. The observed SMF
was derived using spectra from the Sloan Digital Sky Survey
Data Release 3 (SDSS DR3); see Panter et al. (2004) for a
description of the method.
Furthermore it is possible to determine the stellar mass de-

pendent clustering of galaxies. For this we compute projected
galaxy CFs wp,mod(rp,mi) in several stellar mass bins which
we choose to be the same as in the observed projected galaxy
CFs of Li et al. (2006). These were derived using a sample
of galaxies from the SDSS DR2 with stellar masses estimated
from spectra by Kauffmann et al. (2003).
We first calculate the real space CF ξ(r). In a simulation

this can be done by simply counting pairs in distance bins:

ξ(ri) =
dd(ri)
Np(ri)

−1 (3)

where dd(ri) is the number of pairs counted in a distance bin
and Np(ri) = 2πN2r2i ∆ri/L3box where N is the total number of
galaxies in the box. The projected CF wp(rp) can be derived
by integrating the real space correlation function ξ(r) along
the line of sight:

wp(rp) = 2
∫ ∞

0
dr||ξ(

√

r2|| + r2p) = 2
∫ ∞

rp
dr

r ξ(r)
√

r2 − r2p
, (4)

where the comoving distance (r) has been decomposed into
components parallel (r||) and perpendicular (rp) to the line
of sight. The integration is truncated at 45 Mpc. Due to
the finite size of the simulation box (Lbox = 100 Mpc) the
model correlation function is not reliable beyond scales of
r ∼ 0.1 Lbox ∼ 10 Mpc.
In order to fit the model to the observations we use Powell’s

directions set method in multidimensions (e.g. Press et al.
1992) to find the values ofM1, (m/M)0, β and γ that minimize
either

χ2r = χ2r (Φ) =
χ2(Φ)
NΦ

(mass function fit) or

χ2r = χ2r (Φ)+χ2r (wp) =
χ2(Φ)
NΦ

+
χ2(wp)
Nr Nm

(mass function and projected CF fit) with NΦ and Nr the num-
ber of data points for the SMF and projectedCFs, respectively,
and Nm the number of mass bins for the projected CFs.
In this context χ2(Φ) and χ2(wp) are defined as:

χ2(Φ) =
NΦ
∑

i=1

[

Φmod(mi)−Φobs(mi)
σΦobs(mi)

]2

χ2(wp) =
Nm
∑

i=1

Nr
∑

j=1

[

wp,mod(rp, j,mi)−wp,obs(rp, j,mi)
σwp,obs(rp, j ,mi)

]2

,

with σΦobs and σwp,obs the errors for the SMF and projected CFs,
respectively. Note that for the simultaneous fit, by adding the
reduced χ2r , we give the same weight to both data sets.

3.3. Estimation of parameter errors
In order to obtain estimates of the errors on the parame-

ters, we need their probability distribution prob(A|I), where A
is the parameter under consideration and I is the given back-
ground information. The most likely value of A is then given
by: Abest = max(prob(A|I)).
As we have to assume that all our parameters are coupled,

we can only compute the probability for a given set of param-
eters. This probability is given by:

prob(M1, (m/M)0,β,γ|I)∝ exp(−χ2)

In a system with four free parameters A,B,C and D one can
calculate the probability distribution of one parameter (e.g.
A) if the probability distribution for the set of parameters is
known, using marginalization:

prob(A|I) =
∫ ∞

−∞
prob(A,B|I)dB

=
∫ ∞

−∞
prob(A,B,C,D|I)dBdCdD

Moster et al. 2010
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ρ̄/ρcr = 180), while a temperature decrease is observed only in the
innermost regions. It is worth noting that the slope of the simulated
profile in the outer regions is similar to, although slightly shallower
than, the observed one, thus in agreement with the ‘universal’ tem-
perature profile that Loken et al. (2002) obtained for simulations
without cooling.

To further demonstrate the failure of the simulation to account for
the observed central temperature profiles, we compare our results in
the right-hand panel of Fig. 6 to those obtained by A01 for a set of
six fairly relaxed clusters with temperatures T 2500 in the range 5.5 to
approximately 15 keV. Since in this range we have only one cluster,
with T ! 7 keV, we also use our five clusters with T > 4 keV for
the comparison. This should not introduce any systematics, at least
as long as hot clusters are self-similar, which is actually one of the
claims made by A01. X-ray spectroscopy at high spatial resolution
with Chandra opened the possibility to trace the temperature struc-
ture of such clusters down to unprecedented small scales, which are,
however, easily accessible by our simulation. Again, the observed
universal profile by A01 largely deviates from the simulated one.
We point out that the profiles from the simulation show considerably
more scatter than those of real clusters, but this is just due to the fact
that we did not attempt to select relaxed clusters only. Nevertheless,
we emphasize that in no case we find a cluster having an isothermal
region followed by a smooth decline at R ! 0.3 R2500.

We argue that this discrepancy between simulated and observed
temperature profiles is strong evidence for the current lack of self-
consistent simulation models capable of explaining the thermal
structure of the ICM in the regime where radiative cooling and
feedback heating are highly important. We shall further discuss this
point in Section 4.

3.5 The luminosity–temperature relation

Earlier on, it has been recognized that the LX–T relation of clusters
provides evidence for a lack of self-similarity in the ICM properties
(e.g. Evrard & Henry 1991; Kaiser 1991). Its shape at the cluster
scale, T " 2 keV, is well described by LX ∝ Tα with α ! 2.5–3
(e.g. White et al. 1997; Xue & Wu 2000), with a possibly shallower
slope that approaches the self-similar expectation of α = 2 for the
very hot systems (Allen & Fabian 1998), and a considerably reduced
scatter once cooling flow clusters are removed (Arnaud & Evrard
1999; Ettori et al. 2002a), or when the contribution from cooling
regions is excised (e.g. Markevitch 1998). Furthermore, evidence
has been found that groups with TX < 2 keV have a significantly
steeper slope of α ∼ 5 (e.g. Sanderson et al. 2003 and references
therein), although this result is not confirmed by the analyses by
Mulchaey & Zabludoff (1998) and Osmond & Ponman (2003).

In Fig. 8, we show a comparison between the observed and sim-
ulated LX–T relations for clusters and groups. Quite apparently, the
simulation results reproduce the observations reasonably well on
cluster scale. A log–log least-square fit to the relation

log

(

L X

L X ,0

)

= α log

(

T500

keV

)

(4)

for clusters with T > 2 keV gives α = 2.5 ± 0.1 and LX,0 = (1.0 ±

0.3) 1043 erg s−1, with intrinsic scatter #T/T = 0.33. Including
colder systems in the fit, down to T ew = 0.7 keV, confirms the
visual impression that no significant change of slope takes place in
the simulation at the scale of groups, thus consistent with the result
found by Muanwong et al. (2002). While this is in contradiction with
observational claims for a steepening on group scales (e.g. Ponman
et al. 1996; Helsdon & Ponman 2000; Sanderson et al. 2003), it

Figure 8. Comparison between the observed and the simulated relation
between bolometric luminosity, LX , and emission-weighted temperature,
T ew. The latter has been computed weighting the contribution from each gas
particle according to its emissivity in the [0.5–10] keV energy band. This
figure is available in colour in the on-line version of the journal on Synergy.

agrees with other analyses which indicate a unique slope from the
cluster to the group scales (Mulchaey & Zabludoff 1998). Osmond
& Ponman (2003) have recently analysed ROSAT-PSPC data for an
extended set of galaxy groups and, although within a large scatter,
found no evidence for a steepening of the LX–T relation.

From an observational point of view, determining the X-ray lumi-
nosity contributed by the diffuse medium in galaxy groups is not as
straightforward as for richer clusters, mainly due to the uncertain-
ties in removing the contribution from member galaxies, especially
from the dominant ellipticals. For instance, if genuine emission from
the diffuse intragroup medium is removed when excising galaxies,
then the X-ray luminosity may be underestimated, thus leading to a
steepening of the LX–T relation. This point was quite critical when
considering pre-Chandra X-ray imaging, due to the limited spatial
resolution. However, there is no doubt that, as Chandra data for a
critical number of groups accumulates, it will become possible to
settle the question of how much of the X-ray emission in central
group regions has to be assigned to the diffuse medium.

Quite interestingly, the intrinsic scatter in the simulated LX–T

relation is rather small, comparable to the 30 per cent value reported
by Arnaud & Evrard (1999), even though we did not attempt to
correct for the contribution of cooling regions. This is consistent
with our finding from Fig. 4 where we do not detect significant
spikes of emissivity associated with central cooling regions. In order
to examine this further, we decided to apply to our clusters with
TX > 2 keV the procedure adopted by Markevitch et al. (1998)
for excising the contribution from cooling regions. We first masked
regions smaller than 50 h−1 kpc and then multiplied the resulting LX

by a factor of 1.06 to account for the flux inside the masked regions,
thereby assuming a β-model with β fit = 0.6 and core radius of 125
h−1 kpc. As a result, we find that this procedure affects the LX values
only marginally, thus having only a negligible effect on the scatter
of the LX–T relation.

3.6 The mass–temperature relation

It is a well-known problem of hydrodynamical simulations of clus-
ter formation with gravitational heating only that they predict a

C© 2004 RAS, MNRAS 348, 1078–1096

The Lx - T relation

Borgani et al. 2004

L � T 2



The AGN feedback model (Sijacki et al. 2007)

‣ BHs are seeded in all halos when they exceed a threshold mass

‣ BHs grow by mergers and accretion:

‣ two modes of AGN feedback:

➡ QUASAR MODE: for large accretion rates, less efficient

➡ RADIO MODE: for small accretion rates, larger efficiency

AGN feedback in cosmological simulations 879

2 M E T H O D O L O G Y

We use a novel version of the parallel TREESPH code GADGET-2
(Springel, Yoshida & White 2001b; Springel 2005) in this study,
which employs an entropy-conserving formulation of smoothed
particles hydrodynamics (Springel & Hernquist 2002). Besides fol-
lowing gravitational and non-radiative hydrodynamical processes,
the code includes a treatment of radiative cooling for a primor-
dial mixture of hydrogen and helium, and heating by a spatially
uniform, time-dependent ultraviolet (UV) background (as in Katz,
Weinberg & Hernquist 1996). Star formation and associated super-
novae feedback processes are calculated in terms of a subresolution
multiphase model for the interstellar medium (ISM) (Springel &
Hernquist 2003a). We use a simple prescription for metal enrich-
ment, and optionally incorporate galactic winds powered by su-
pernovae, as implemented by Springel & Hernquist (2003a). Fur-
thermore, we follow the growth and feedback of BHs based on a
new model that combines the prescriptions outlined in Springel,
Di Matteo & Hernquist (2005b) and Sijacki & Springel (2006).

In the following, we briefly summarize the main features of the
BH model relevant for this study (see Springel et al. 2005b, for
further details), focusing on extensions that permit us to follow
BH growth and feedback in a cosmological simulation of structure
formation (see also Di Matteo et al. 2007). We then discuss a new
BH feedback prescription at low accretion rates, based on a ‘bubble’
heating scenario for representing AGN heating in the radiatively
inefficient regime of accretion.

2.1 Black hole formation and growth

The BHs in the code are represented by collisionless sink particles,
which may accrete gas from their surroundings based on a prescribed
estimate for the accretion rate. Two BH particles are also allowed
to merge if they fall within their local smoothed particle hydrody-
namics (SPH) smoothing lengths and if their relative velocities are
smaller than the local sound speed.

In our cosmological simulations of structure formation, we as-
sume that low-mass seed BHs are produced sufficiently frequently
such that any halo above a certain threshold mass contains one such
BH at its centre. Whether these seed BHs originate in exploding
Population III stars, in the collapse of star clusters, or are of pri-
mordial origin is not important for our analysis, but there needs to
be a process that produces initial seed BHs which can then grow
to the masses of supermassive BHs by gas accretion in the course
of our simulations. For definiteness, in most of our simulations we
adopt a seed BH mass of 105 h−1 M" and endow all haloes with a
mass larger than 5 × 1010 h−1 M" with a seed if they do not contain
any BH already. We identify haloes without BHs on the fly during
a simulation by frequently calling a fast, parallel friends-of-friends
(FOF) algorithm that is built into our simulation code.

State-of-the-art cosmological simulations of structure formation
reach mass resolutions that are at best of order of our initial BH seed
mass, while the resolution typically reached is still considerably
coarser than that. This would mean that the initial growth of the
BH mass could be significantly affected by numerical discreteness
effects if the sink particle can only swallow full gas particles, as is
the case in our scheme. In order to avoid that the BH growth and
the accretion rate estimate is strongly affected by this numerical
discreteness limitation, we treat the BH mass MBH as an internal
degree of freedom of the sink particle. In the beginning, MBH may
differ from the dynamical mass Mdyn of the sink particle itself. The
variable MBH is integrated smoothly in time based on the estimated

accretion rate on to the BH, while Mdyn increases in discrete steps
when the sink particle swallows a neighbouring gas particle. The
latter process is modelled stochastically such that Mdyn tracks MBH

in the mean, with small oscillations around it. With this prescription
for the BH mass, we can follow the early growth of BHs accurately
in a subresolution fashion even when their mass may be smaller than
the mass resolution of the simulation, while at late times (or in the
limit of very good mass resolution) the two mass variables coincide.
Of course, in the event of a merger of two BH sink particles, both
MBH and Mdyn are added together.

Following Di Matteo et al. (2005), we estimate the accretion rate
on to a BH particle according to the Bondi–Hoyle–Lyttleton formula
(Hoyle & Lyttleton 1939; Bondi & Hoyle 1944; Bondi 1952):

ṀBH = 4παG2 M2
BHρ

(
c2

s + v2
)3/2 , (1)

where α is a dimensionless parameter, ρ is the density, cs the sound
speed of the gas and v is the velocity of the BH relative to the gas.
We account for the possibility that the BH accretion has an upper
limit given by the Eddington rate:

ṀEdd = 4πG MBHmp

εr σT c
, (2)

where mp is the proton mass, σ T is the Thompson cross-section and
εr is the radiative efficiency, that we assume to be 0.1, which is the
mean value for the radiatively efficient Shakura & Sunyaev (1973)
accretion on to a Schwarzschild BH. In some of our numerical mod-
els we specifically explore the imprints of the imposed Eddington
limit on the BH properties.

2.2 Black hole feedback

In the model of Springel et al. (2005b), it is assumed that a fixed
fraction of the BH bolometric luminosity couples thermally to the
local gas, independent of the accretion rate and environment. In our
model we extend this BH feedback prescription in order to obtain
a physically refined model for AGN heating both at high and at
low accretion rates. We are motivated by the growing theoretical
and observational evidence (Fender et al. 1999; Gallo et al. 2003;
Churazov et al. 2005; Heinz et al. 2005; Croton et al. 2006) that
AGN feedback is composed of two modes, analogous to states of
X-ray binaries. Specifically, at high redshifts and for high accretion
rates we assume that the bulk of AGN heating is originating in the
luminous quasar activity. In this regime, BHs accrete efficiently and
power luminous quasars where only a very small fraction of their
bolometric luminosity couples thermally to the gas. On the other
hand, at lower redshifts and for BHs accreting at much lower rates
than their Eddington limits, AGN heating proceeds via radiatively
inefficient feedback in a mostly mechanical form.

To model the transition between these two accretion and feed-
back modes, we introduce a threshold χradio = ṀBH/ṀEdd for
the BH accretion rate (BHAR) in Eddington units, above which
‘quasar heating’ is operating, and below which we deal with ‘radio’
mode feedback, which we model by injecting bubbles into the host
galaxy/cluster. Typically, we adopt a value of 10−2 for χ radio, and
we impose no other criterion to distinguish between the two modes
of feedback.

For BHAR that are higher thanχ radio, we parametrize the feedback
as in Springel et al. (2005b), i.e. a small fraction of the bolometric
luminosity is coupled thermally and isotropically to the surrounding
gas particles, with an amount given by

Ėfeed = εf L r = εfεr ṀBHc2. (3)
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Figure 8. r-band BCG luminosity as a function of cluster mass
Mcrit

200 . Results are shown for runs with and without AGN feed-
back. Method 1 (see Sect. 2.2) was used for finding the BCGs. Ob-
servational data (median BCG luminosities for six cluster mass
bins) from Popesso et al. (2007) are shown for comparison. The
AGN feedback significantly reduces the BCG luminosities and
improves agreement with observations.

investigate whether the properties of their formation halos
differ from those of stars that are bound to satellite galaxies
or the BCG at z = 0.

Using the IDs of the simulation particles, we can easily
trace back every star particle in the simulation to the first
snapshot after its formation. We then consider the SUB-
FIND (sub-)halo that the star particle is part of in this
snapshot as its formation halo. As we have saved simulation
snapshots very frequently, there is only a negligibly small
number of particles that are not bound to any halo in the
first snapshot after their creation. We can thus, in this way,
assign formation halos to almost all star particles in the sim-
ulation.

Fig 9 shows the formation redshift and formation (sub-
)halo mass of the star particles that, at z = 0, are found in
the BCG, the ICL, and the satellite member galaxies of a
??? cluster.

3.3 In what objects do intracluster stars fall into

the forming cluster?

For each star particle that was not formed in the clusters
main progenitor we try to find the galaxy in which it fell
into the forming cluster. We do this by looking for the most
massive subhalo that a star particle was part of before be-
coming part of the main clusters FoF group. This allows
finding the properties of these halo before tidal stripping by
the cluster affects them.

Fig. ?? shows the scale factor at which !!!! Fig halo size,
fall in time

!!!! what fraction from completely destroyed galaxies
!!!! discussion stellar mass function ICL fraction
!!!! strip halo ????

∆
a

=
0.

01

Figure 9. Distribution of the formation times of the stars in the
satellite galaxies, the BCG, and the ICL of a 1014M!/h clus-
ter. Results are shown for simulations with and without AGN
feedback. Method 4 was used for making a distinction between
BCG and ICL. The simulations were perfomed at zoom factor 3
resolution (see Table 1).

3.4 The fate of infalling galaxies

!!!! image where stars were earlier
!!!! orbit(minimum distance)
!!!! distance from halo center or binding energy
!!!! streams from individual objects

3.5 Dependence on the star formation model

!!!! change in SF timescale
!!!! change in threshold density for star formation

4 SUMMARY AND CONCLUSIONS

We studied the formation of cluster galaxy populations and
the origin of intracluster stars in high-resolution cosmologi-
cal hydrodynamical simulations. In particular, we simulated
a large sample of clusters and groups spanning almost two
orders of magnitude in halo mass. For each object two kinds
of simulations were performed, one accounting for hydrody-
namics, radiative cooling, heating by a UV background, star
formation and supernovae feedback, and another one addi-
tionally containing a model for feedback from active galactic
nuclei (AGN).
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The high-mass end of the GSMF
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The high-mass end of the GSMF Shaping the GSMF with winds 9

Figure 5. The impact of AGN feedback and diffuse light subtraction on the high-mass end of the GSMF (left-hand panel) and the stellar mass fractions of
haloes (right-hand panel) at z = 0. The results are based on runs with energy-driven variable winds and were performed with (red curves, S16) and without
BHs (green curves, S15). The adopted size of the simulation box was 60 h−1 Mpc. We either accounted for all stars in a galaxy’s host halo (solid lines) or
subtracted a diffuse stellar component defined by having a V-band surface brightness dimmer than 26.5 mag arcsec−2 (dotted) or a K-band surface brightness
dimmer than 20.7 mag arcsec−2 (dashed). Both, accounting for AGN feedback and excluding diffuse light, significantly reduce the overproduction of massive
galaxies and improve the agreement with observations. The observed GSMF (Li & White 2009, squares with error bars) and a Schechter fit to it are shown
for reference in the left-hand panel, while the right-hand panel displays constraints on halo stellar fractions obtained using the abundance matching technique
(Guo et al. 2010) for comparison.

very high resolution simulation, most likely indicating that we are
approaching convergence. On second thought, it is not entirely un-
expected that the convergence behaviour is different in the variable
wind model. In low-mass galaxies it implies much smaller wind
velocities than the constant wind scenario. Consequently, the max-
imum radius that is reached by an outflow is much more sensitive
to the detailed structure of the galaxy, which in turn depends on the
gravitational softening and the mass resolution in the simulation.

A similar dependence of the normalizations of the GSMF on
resolution was also found by Davé et al. (2011a) for a momentum-
driven wind model. Their model is also able to roughly reproduce
the observed slope of the low-mass end of the GSMF. Due to the
lower resolution in their simulations,9 they are, however, not able
to demonstrate this over such a wide stellar mass range as shown in
Fig. 4.

Overall, the galaxy populations in the simulations without and
with constant winds seem to be reasonably well converged above the
quoted resolution limits. They, however, fail to match the observed
low-mass end of the GSMF. In the energy-driven variable wind runs,
the low-mass end slope of the GSMF is reproduced well, while the
normalization is close to converged in the two higher resolution
runs in the stellar mass range shown in Fig. 4.

3.2 The high-mass end of the galaxy stellar mass function

The left-hand panel of Fig. 4 suggests that supernova-driven winds
do not strongly affect the abundance of large galaxies with stellar
masses above ∼1011 h−1 M#. In the constant wind model the wind
velocity becomes insufficient to drive gas to large radii or to expel
it from these objects, while in the variable wind model the wind’s
mass loading becomes increasingly small for very massive galaxies.

9 Our highest resolution run has an ∼47 times better mass resolution than
the highest resolution runs in Davé et al. (2011a).

Feedback from AGN, instead, is widely considered to be a
promising candidate for suppressing star formation in massive
galaxies. In particular, it appears to be a necessary ingredient for
explaining the high-mass end of the GSMF (Bower et al. 2006;
Croton et al. 2006). Another potentially indispensable ingredient
that has been ignored in many previous numerical studies is to
properly account for diffuse stellar light. A stellar component with
very low surface brightness might be missed in observations or not
be considered to be part of a galaxy. However, when GSMFs are
measured from simulations in a straightforward way the mass of
these stars is normally added to the stellar mass of the galaxy that
resides at the centre of the corresponding halo. Simply because of a
different accounting of the diffuse light, this can induce a discrep-
ancy between observed and simulated GSMFs, particularly at the
high-mass end, where the fraction of diffuse stars can be quite large.

Fig. 5 illustrates how accounting for AGN feedback and diffuse
stellar light affects the high-mass end of the GSMF. AGN feedback
is included as described in Section 2.3. A correction for diffuse
stellar light is included based on a surface brightness threshold, i.e.
stars that are seen as diffuse light dimmer than 26.5 mag arcsec−2 in
the V band or 20.7 mag arcsec−2 in the K band are not assigned to
any galaxy and ignored when computing the GSMF.10 Fig. 5 clearly
shows that both AGN feedback and the correction for a diffuse
stellar component reduce the overabundance of massive galaxies
substantially, thereby helping to reproduce the high-mass end of the
observed GSMF.

The AGN model employed here efficiently suppresses late-time
star formation in massive galaxies (see also Puchwein et al. 2010).
However, its exact impact on the GSMF depends somewhat on the
adopted model parameters. For the choices outlined in Section 2.3,
we get quite a good fit to the observed GSMF. We also did some tests

10 The surface brightness of the galaxies is computed using a stellar popula-
tion model that consistently adopts a Chabrier IMF.
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Figure 8. r-band BCG luminosity as a function of cluster mass
Mcrit

200 . Results are shown for runs with and without AGN feed-
back. Method 1 (see Sect. 2.2) was used for finding the BCGs. Ob-
servational data (median BCG luminosities for six cluster mass
bins) from Popesso et al. (2007) are shown for comparison. The
AGN feedback significantly reduces the BCG luminosities and
improves agreement with observations.

is almost completely shut off at redshifts z < 2. It is also
interesting that in the run with AGN the BCG stars form
on average earlier than the stars in the satellite galaxies,
which nicely agrees with the observed cosmic “down-sizing”,
where the mass of galaxies hosting star formation decreases
with time (e.g. Cowie et al. 1996). At first, this observational
finding is counterintuitive in a hierarchical structure forma-
tion scenario. However, using semi-analytic galaxy forma-
tion models, De Lucia et al. (2006) have shown that AGN
feedback allows reproducing this behaviour in a ΛCDM cos-
mology where structure forms hierarchically. Our results in-
dicate that the AGN feedback model in our cosmological
hydrodynamical simulations operates in the same way.

We also investigated in what objects stars form that at
z = 0 reside in a cluster’s satellite galaxies, in the BCG, or
the ICL. Fig. 10 shows the distribution of these stars accord-
ing to the mass of the halo in which they have formed. Here,
the halo mass is defined as the mass of the corresponding
SUBFIND (sub-)halo. For the central galaxy of a halo this is
roughly the same as Mcrit

200 , but for satellite galaxies it cor-
responds to the smaller mass still bound within the gravi-
tational tidal radius. The measured distributions are shown
for a Mcrit

200 = 1014 h−1M" cluster and for runs with and
without AGN.

Comparing the curves for the satellite galaxies, we can
clearly see that AGN suppress star formation in halos larger
than ∼ 5 × 1010 h−1M". Note that for smaller halos we do
not expect any difference, as in our simulations black holes
are only seeded in halos that exceed this threshold mass (see
Puchwein et al. 2008). This also means that in the runs with
AGN the exact shape of the distribution at the low mass end
will depend on the adopted threshold for the seeding.

The stars that end up in the BCG at z = 0 form in
significantly more massive halos. This is not only due to
star formation in the massive BCG itself, as for this clus-
ter only ∼ 10% and ∼ 30% of the stars that reside in the
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Figure 9. Distribution of the formation times of the stars in
the satellite galaxies, the BCG, and the ICL of a 1014 h−1M"

cluster. Results are shown for simulations with and without AGN
feedback. Method 4 was used for making a distinction between
BCG and ICL. The simulations were performed at zoom factor 3
resolution (see Table 1).

BCG at z = 0 have formed in the BCG’s main progeni-
tor in runs with and without AGN, respectively. Instead,
also the stars that are acquired during mergers with the
BCG tend to be formed in more massive halos. This is not
unexpected, however, since the most massive galaxies are
most likely to merge with the BCG due to their shorter
dynamical friction timescale. We shall return to this point
in Sect. 3.3. Without AGN, there is a significant fraction of
BCG stars that form in very massive halos, i.e. in halos with
masses larger than 1013 h−1M". Indeed, many of these stars
form in the cluster’s main progenitor. On the other hand,
in the run with AGN, star formation is almost completely
shut off in the central galaxies of such massive halos, which
again demonstrates that our model for AGN feedback can
efficiently suppress strong cooling flows and excessive star
formation in cluster cores.

The curves for the ICL peak at roughly the same halo
mass as for the satellite galaxies. However, the halo mass
distribution is somewhat broader. There is also a second
peak at very high halo mass, which is mostly due to stars
formed in the cluster’s main progenitor. We find a similar
peak for most of our simulated clusters, with a position that
depends on the cluster’s mass. The occurrence of this second
peak is rather surprising, especially since it is also found in
runs with AGN, in which there is basically no star formation
in the BCG once the cluster is as massive as required by the
position of the peak. This means that these stars are not
formed in the BCG but somewhere else in the cluster’s main
halo.
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Figure 11. Distance of newly formed stars from the centres of
the halos in which they were formed. Distributions are given for
stars that at z = 0 end up in satellite galaxies, the BCG, and
the ICL of a 1014 h−1M" cluster. Method 4 was used for making
a distinction between BCG and ICL. Interestingly, a significant
fraction of intracluster stars is not formed in halo centres. The
increase of all distributions with distance for r values smaller
than ∼ 1h−1kpc is due to the increasing volume per radial bin.

the centre. This further suggests that it takes a significant
amount of time after the infall of a galaxy into a cluster
until stars are efficiently stripped from it. Keeping this in
mind, it is not at all surprising that Murante et al. (2007)
find that most of the stripping happens at z < 1.

We also checked the stellar masses of the galaxies in
which the different components (satellite galaxy, BCG, and
ICL stars) resided when they fell into the forming cluster.
This is illustrated in Fig. 13. The lower panel shows the dis-
tribution of all infalling stars according to the stellar mass
of the galaxy in which they fell into the cluster. The upper
panel shows for each stellar mass bin of the infalling galaxy
the fraction of stars that at z = 0 reside in the cluster’s satel-
lite galaxies, the BCG, and the ICL. Again, the results were
averaged over four clusters to reduce noise in the curves.
For stellar masses below ∼ 4 × 109 h−1M", the fraction of
stars that get stripped from an infalling galaxy and become
intracluster stars strongly increases in our simulations. This
is because these objects are poorly resolved, as also shown
by our analysis of the convergence of the properties of the
satellite galaxy population in Sect. 2.3. However, looking at
the lower panel we see that only very few stars fall into the
cluster in such small, poorly resolved galaxies. Their disrup-
tion does therefore not significantly bias our predictions for
the ICL. On the other hand, for more massive and well re-
solved galaxies, we find that the fraction of stars that gets

Figure 12. Distribution (fraction per bin, each histogram is nor-
malized to unity) of stars according to the time of their infall into
the forming cluster. Results are shown for stars assigned to satel-
lite galaxies, the BCG, and the ICL at redshift z = 0. Method
4 was used for making a distinction between BCG and ICL. All
curves were averaged over four clusters that were simulated with
AGN. The same weight was used for each of them.

liberated and joins the ICL increases with the galaxy’s stel-
lar mass. The most massive galaxies are also most likely to
merge with the BCG, as can be seen by the strong increase
of the BCG fraction. Accordingly, the fraction of stars that
remains bound to an infalling galaxy decreases with stellar
mass. This can be understood due to the shorter dynami-
cal friction timescale for massive galaxies, while at the same
time their tidal radius is larger.

Furthermore, we investigated what fraction of intraclus-
ter stars comes from completely dissolved galaxies. We did
this by constructing a merger tree. For each SUBFIND (sub-
)halo found in one snapshot we searched for the descendant
(sub-)halo in the next snapshot that contains the largest
number of the object’s original star particles. In case this
would yield the cluster’s main halo as descendant, we also
check which subhalo of the cluster contains the largest num-
ber of the satellite galaxy’s stars. If this subhalo still con-
tains more than 10% of the original galaxy’s star particles
we consider it as the descendant, and not the cluster’s main
halo. This allows us to follow satellite galaxies even when
they are strongly tidally stripped between two subsequent
simulation snapshots.

We find that the fraction of intracluster stars that comes
from dissolved galaxies, i.e. galaxies that either merged with
the BCG or were completely tidally disrupted, depends on
halo mass. While we have performed this analysis only for
four clusters, we find a systematic trend where this fraction
drops from 75% for a 5 × 1013 h−1M" group to 22% for a
3× 1014 h−1M" cluster.

As discussed above, the mean fraction of stars that gets
stripped from an infalling galaxy and becomes part of the
ICL depends on the mass of the galaxy. On the other hand,
this also means that the fraction of intracluster stars may
be biased in simulations that do not reproduce the correct
galaxy stellar mass function. Getting the latter right in cos-
mological hydrodynamical simulations is, however, a long-
standing problem which has not yet been solved satisfac-
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Figure 13. Distribution (fraction per bin) of stars according to
the stellar mass of the galaxy in which they fell into the forming
cluster (lower panel). The upper panel shows for each stellar mass
bin of the infalling galaxies the fraction of stars that end up in
satellite galaxies, the BCG, and the ICL at redshift z = 0. Method
4 was used for making a distinction between BCG and ICL. All
curves were averaged over four clusters that were simulated with
AGN. The same weight was used for each of them.

torily. Looking at the upper panel of Fig. 13, we see that
we might overestimate the ICL fraction if we significantly
overpredict the number of very low mass or very massive
galaxies. The former does not seem to be a problem as in-
dicated by the distribution in the figure’s lower panel. The
abundance of massive galaxies, however, is typically overpre-
dicted in cosmological hydrodynamical simulations (see e.g.
Oppenheimer et al. (2009)). This surely is the case in our
simulations without AGN, but we can not be fully sure yet
whether this is completely resolved when the AGN feedback
model is included. Assessing this reliably requires a high res-
olution simulation of a large cosmological box, which has not
yet been done due to the large computational cost.

Nevertheless, from exploring the cluster galaxy mass
functions of our simulated clusters, we can be confident
that the problem of overpredicting massive galaxies is rather
strongly alleviated in runs with AGN, as also suggested by
the much lower BCG luminosities shown in Fig. 8. However,
the ICL fractions in our simulations with AGN feedback are
even slightly higher than in the runs without it. This sug-
gests that overpredicting massive galaxies is not the main
reason why our ICL fractions are relatively high compared
to the values typically inferred from observations. This also
highlights that it is really far from obvious how a large ICL
fraction can be avoided in the simulations of the formation
of clusters in the ΛCDM cosmology.

3.4 The fate of infalling galaxies

Fig. 14 illustrates the infall of satellite galaxies and the origin
of intracluster stars for a 1014 h−1M" cluster. The upper left
panel shows all star particles residing in the cluster’s satellite
galaxies, and the BCG and ICL components at z = 0. Here,
Method 4 was used for making a distinction between BCG
and ICL, and the figure illustrates the assignment of the
star particles to the individual components. The upper right
panel of Fig. 14 shows the same cluster at z = 1. All star
particle are still coloured according to the component which
they belong to at z = 0, allowing some insights into the
assembly history of the cluster galaxy population and the
origin of intracluster stars.

Looking at some of the infalling galaxies, it can be eas-
ily seen that already at z = 1 stars that later become part of
the ICL are preferentially found in the outskirts of infalling
galaxies, and are therefore comparatively weakly bound to
them. Furthermore, the figure shows that only the most mas-
sive infalling object (marked as A) contributes a significant
number of stars to the BCG, as expected from our analy-
sis in the previous section. Following the evolution of clus-
ters in this way also nicely shows that galaxy mergers often
create a loosely bound component of stars which is sub-
sequently stripped when the merger remnant falls into the
cluster. Unfortunately, it is a bit hard to illustrate this in
a still image, but it confirms the finding of Murante et al.
(2007) that mergers in the assembly history of the BCG and
of other massive cluster galaxies are of critical importance
for the formation of the ICL.

We now consider the fate of some infalling galaxies in
more detail. For this purpose we have selected two infalling
objects marked as A and B in the upper right panel of Fig. 14
and followed them to redshift z = 0. The distribution of
their stars at z = 0 is shown in the lower panels. The core
of group-sized object A has basically merged with the BCG
at this point. However, even after several passages of the
cluster core one can still see significant tidal features both
in the distribution of stars that at z = 0 are assigned to
the BCG and the ICL. The infalling galaxy B, on the other
hand, remains largely intact and becomes one of the cluster’s
satellite galaxies at z = 0. Those stars that were stripped
from it form a large tidal stream extending almost over the
whole cluster. These two examples illustrate that the ICL
really consists of many individual tidal streams and shell-
like features. Only their superposition looks like a smooth
distribution of intracluster stars.

As discussed above, stars that later become part of
the ICL are preferentially found in the outskirts of infalling
galaxies (see also the upper right panel of Fig. 14). It also
seems plausible that the most weakly bound stars are the
ones most likely to be stripped from an infalling galaxy and
to become intracluster stars. We have checked this explicitly
by calculating the binding energy of stars in such infalling
galaxies, and Fig. 15 illustrates the results of our analysis.
We show the fraction of stars that at z = 0 reside in the
cluster’s satellite galaxies, the BCG, and the ICL as a func-
tion of their binding energy in objects A and B at z = 1.
As expected, the fraction of stars that become part of the
ICL strongly decreases with increasing binding energy. For
object A, the most bound stars end up in the cluster’s cen-
tral galaxy, while for object B, the most bound stars remain
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Figure 14. Distribution of stars in a 1014 h−1M" cluster simulated with AGN feedback. The upper left panel shows the stars residing
in the cluster’s satellite galaxies (blue), BCG (green), and ICL (red) at redshift z = 0. Grey dots indicate stars that are not part of
the clusters FoF group at z = 0. Method 4 was used for making a distinction between BCG and ICL. The upper right panel shows the
cluster’s progenitors at z = 1. All star particles are coloured as before, i.e. according to the component in which they end up at z = 0.
The circles mark two infalling objects A and B. In the lower panels the positions of the stars that are part of A (lower left) and B (lower
right) at z = 1 are shown at z = 0. Again they are coloured according to the component to which they are assigned at z = 0. All stars
that are not part of A or B are show in grey in the lower panels.

bound together in a satellite galaxy. Overall, about half of
the stars in A end up in the BCG, while the other half be-
comes part of the ICL. For object B, only about ∼ 10% of
the stars are stripped and become intracluster stars.

We have shown in Fig. 13 that the fraction of stars
that gets stripped from an infalling galaxy depends on the
galaxy’s mass. However, it also depends on the orbit of the

galaxy. This is illustrated in Fig. 16, which shows the frac-
tion of stars that at z = 0 are still bound to a satellite galaxy
as a function of the minimum distance of the galaxy’s or-
bit from the cluster centre. The fractions are shown for all
galaxies that fell into the progenitor of a 3 × 1014 h−1M"

cluster between redshifts z = 1.5 and z = 1. In order to de-
termine the minimum distance, the orbit of the galaxy and
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Figure 15. Distribution of binding energies in their host halos
at z = 1 of the stars that end up the cluster’s satellite galaxies,
BCG, and ICL at z = 0. Results are shown for the stars that are
part of the objects A (upper panel) and B (lower panel) indicated
in Fig. 14. Method 4 was used for making a distinction between
BCG and ICL.

of the cluster centre were interpolated using all simulation
snapshots between the time of the galaxy’s infall and z = 0,
using a cubic interpolation between each pair of successive
snapshots based on the halo positions and velocities deter-
mined by SUBFIND. The results are shown for three different
stellar mass ranges of the infalling galaxy. We see that only
few stars are stripped from galaxies that never come close to
the cluster centre. On the other hand, galaxies that closely
approach the cluster centre are often substantially stripped,
completely tidally disrupted, or merge with the BCG. This
confirms the expectation that most of the tidal interactions
that liberate intracluster stars happen close to the cluster
centre and the BCG.

4 SUMMARY AND CONCLUSIONS

The intracluster light in clusters of galaxies represents an
interesting and significant component of their total stellar
mass. While the observational constraints on the ICL are
still uncertain, some studies have reported intracluster star
fractions of up to ∼ 50%. Even if the true fraction is sig-
nificantly lower, it is therefore clear that the ICL can not
be neglected in the baryon and stellar mass budgets of clus-
ters. Furthermore, the radial profile of the ICL and the mass
contained in it may pose interesting constraints on galaxy
cluster formation models. Yet, comparatively little theoret-
ical work has been carried out thus far on the formation of
the ICL. In fact, most semi-analytic models of galaxy for-
mation have hitherto ignored this component entirely.

In this work we have therefore studied the origin of in-
tracluster stars in a set of high-resolution hydrodynamical
simulations of the formation of clusters of galaxies, embed-
ded in their appropriate cosmological setting. Our sample
of resimulations has been randomly drawn from the Mil-
lennium simulation, with the only selection criterion being
to provide a wide coverage of group and cluster masses, of
roughly two orders of magnitude in halo mass. Thanks to the
very high mass and force resolution of our resimulations, our
simulations provide a powerful and representative sample of

Figure 16. Fraction of stars that remain bound to a satellite
galaxy as a function of the minimum distance of its orbit from
the cluster centre. All galaxies that fell into the main progenitor
of a 3× 1014 h−1M" cluster between redshift z = 1.5 and z = 1
are plotted. The minimum distance was found by interpolating
the galaxy’s orbit based on all simulation snapshots between the
time of the infall and z = 0. Different symbols are used for low
mass galaxies (stellar mass before infall into the clusterM∗ in the
range 5 × 109 h−1M" ! M∗ < 5 × 1010 h−1M"), intermediate
mass galaxies (5 × 1010 h−1M" ! M∗ < 5 × 1011 h−1M") and
high mass galaxies (M∗ " 5 × 1011 h−1M"). Galaxies with a
fraction of 0 have either merged with the BCG or have been
completely tidally disrupted.

the whole cluster population. Another very timely aspect
of our simulations is that we not only account for hydro-
dynamics, radiative cooling, heating by a UV background,
star formation and supernovae feedback, but also incorpo-
rate a state-of-the-art model for the growth of supermassive
black holes and for feedback from AGN. Because we simu-
lated each cluster both with and without AGN physics, this
allows us to pinpoint the impact of AGN heating on the
cluster galaxy populations, and in particular on the ICL.

Our results clearly confirm the importance of AGN
feedback in galaxy clusters. AGN lead to a reduction of
the amount of stars in our clusters and groups by about
one third, roughly independent of cluster mass. Especially
the stellar masses and luminosities of BCGs are greatly re-
duced by AGN feedback, and their stellar populations be-
come much older. As a consequence, the BCGs are in much
better agreement with observational constraints. Further-
more, in poor clusters and groups, the total baryon fractions
within rcrit500 become significantly lower when AGN heating is
included.

The primary focus of our analysis has been on the
amount and the origin of the ICL component in our sim-
ulated groups and clusters. In order to allow a meaningful
comparison of our simulation results with observations of
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Summary & Conclusions

• winds in which mass loading & velocity scale with the galaxy escape 
velocity allow to reproduce the faint-end of the GSMF

• bright end can be recovered much better with AGN feedback and a 
consistent accounting of diffuse light

• AGN feedback results in BCGs with lower luminosities and old stellar 
populations

• massive galaxies which are accreted before z~1 preferentially merge 
into the BCG

• stars that are weakly bound to BCG progenitors end up in the 
intracluster light


