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Abstract 

 

 
 In many surveys, both population-level and domain-level statistics are estimated for the target 

variables which can be continuous or discrete, and the objective is to obtain reliable estimates for each 
level. The domains may have very diverse sizes and other relevant characteristics. For this reason, it is 
important to plan stratified sampling and domain estimation carefully, so that the objective is possible 
to reach. Very small sample sizes are possible for some domains. In this situation, small area estimation, 
although its basic idea is to utilize information from other domains, does not necessarily produce high-
quality estimates for every domain. Sometimes it may be reasonable to set limits to domain-specific 
sample sizes in order to obtain even moderate estimates for the domains. The concept of optimal 
allocation for domains depends on the situation. It is a solution of an optimization problem, but all 
relevant objectives can scarcely be reached. The selected estimator of the target variable may have a 
strong impact on estimation results, and the combination of sample allocation and estimator is worth 
studying also. It is possible to develop a model- and estimator-based allocation. 

We use planned domains in our study. Our main interest is focused on estimating population and 
domain-specific proportions for a binary variable by using three model-assisted estimators based on a 
logistic regression model which use auxiliary data. We compute the domain-specific sample sizes 
according to six different allocation principles. Five of these allocations are developed by utilizing 
earlier collected proxy data and the logistic model. But we also test the performances of three other 
estimators: a direct Horvitz-Thompson estimator, a model-based EBLUP and a model-assisted GREG 
estimator. The last two estimators are based on the same regression model with random domain-specific 
effects. We use two allocations with these three estimators. The assessment of the performances of the 
estimators and allocations at the domain and population levels are based on design-based sample 
simulations. We measure the performances of the allocations and estimators with quality indicators. We 
introduce four different R-square measures to assess the suitability of the logistic models in estimation. 

The estimators based on the logistic models outperform the design-based and model-related 
regression estimators, but the performances of different logistic models are close to each other. One 
allocation can be regarded as slightly more effective than the others. The predictive power of the logistic 
models can be regarded as moderate. 

Keywords: Auxiliary and proxy data, model-assisted logistic regression, direct estimator, model-based 
and model-assisted regression estimator, performance, optimization, limitation of sample size, trade-off 
between domains and population, predictive power. 
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Figures describing results (accuracy RRMSE, CI95 coverage, and R-square 
measures) 

 

 

 

CI95 coverage rates by allocation and estimator 

 



 

 

 

Distributions of different R-square measures in samples by allocation and logistic 
estimator 

 



 

 

 

 
 
 
 
 
 
 
 


