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Foreword

This  proceedings  publication  includes  the  abstracts  of  papers  for  the  6th  Baltic-Nordic
Conference on Survey Statistics, BaNoCoSS 2023, taking place on 21–25 August 2023 in
Helsinki,  Finland and online.  Previous  conferences  were organized in 2002 in Ammarnäs
(Sweden), 2007 in Kuusamo (Finland), 2011 in Norrfällsviken (Sweden), 2015 in Helsinki
(Finland) and 2019 in Örebro (Sweden).

BaNoCoSS 2023 is a scientific conference presenting new developments in survey statistics
theory and methodology in a broad sense. Among other areas, this includes innovations in
design-based model-assisted  and model-based inferences,  small  area  estimation,  new data
sources, probability sampling, and integrated probability and nonprobability data. A half-day
R workshop on a specific topic complements  nicely the programme, presented by Philipp
Christian Broniecki of University of Oslo.

We have  world-class  leading  experts  in  statistical  science  as  keynote  speakers.  Speakers
coming to Helsinki include Jae Kwang Kim of Iowa State University, Jan A. van den Brakel
of Statistics Netherlands and Maastricht University, Camelia Goga of University of Franche-
Comté and Li-Chun Zhang of University of Southampton; Statistics Norway; University of
Oslo.  We are  pleased  to  have  Andrew Gelman  from Columbia  University  as  one  of  the
keynote speakers. He participates online. The program features 16 invited speakers on several
interesting topics and more than 30 great presentations from 10 different countries.

The conference provides a platform for discussion and exchange of ideas for a variety of
people including statisticians,  researchers  and other  experts  from universities  and national
statistical  institutes  and  other  governmental  bodies  as  well  as  people  working  at  private
enterprises.  University  students  in  statistics  and  related  disciplines  provide  an  important
interest  group of  the  conference.  In  order  to  support  researchers,  university  teachers  and
students in Ukraine and give them an opportunity to take part in the BaNoCoSS 2023, the
conference is organized in hybrid mode. In addition to on-site participants in Helsinki, people
attending online constitutes a large audience.

The conference is organized by the Baltic–Nordic–Ukrainian Network on Survey Statistics in
cooperation with University of Helsinki and Statistics Finland. The scientific programme was
developed by the programme committee,  and the practical  arrangements  are  made by the
organizing committee consisting of the personnel of the Centre of Social Data Science.  The
proceedings were prepared at National Technical University of Ukraine “Igor Sikorsky Kyiv
Polytechnic Institute”. The pdf file is freely available at https://wiki.helsinki.fi/display/BNU/
BANOCOSS2023  .  

We are thankful for the sponsorship of the International Association of Survey Statisticians
(IASS),  a  section  of  the  International  Statistical  Institute  (ISI),  the  Nordic  Council  of
Ministers, Statistics Finland, SAS Institute and University of Helsinki.

We wish everybody an inspiring conference and enjoyable stay in Helsinki.

On behalf of the organizers,
Risto Lehtonen and Maria Valaste
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New Data Sources and Inference Methods for Official Statistics

Jan van den Brakel1,2

1 Maastricht University, The Netherlands

2 Statistics Netherlands, The Netherlands
e-mail: jbrl@cbs.nl

Abstract

 Official statistics, published by national statistical institutes (NSIs) are traditionally based on
repeated probability sampling in combination with design-based inference methods. This is a widely
applied approach by NSIs because of its low level of risk. Under this approach NSIs are indeed in
control over the availability of the data and the inference methods do not depend on statistical model
assumptions of which the validity is often difficult to verify.  There is nevertheless a growing interest
among NSI’s to use registers or other large data sets that are generated as a by-product of processes not
directly related to statistical production purposes. The purpose of this, is to reduce data collection costs
and response burden, to improve timeliness or to refine the level of detail of official statistics.

Roughly spoken, there are two ways to use these so called non-probability data in the production of
official statistics. One approach is to use them as a primary data source for the compilations of official
statistics. This generally requires a high risk apatite for the NSI, since there is no control over the
availability of the data. On top of that, model-based inference methods are required to correct for
selectivity. Most of these methods are based on strong missing ad random assumptions.

A second approach, which requires the acceptance of an intermediate level of risk, is to combine non-
probability data sources with sample data in a model-based inference approach. Although inference
methods are model-based, the NSI is still in control over the availability of the survey data that are the
primary data source under this approach. Since official statistics are predominantly based on repeated
surveys, time series methods provide a natural framework.

In this paper it will be illustrated how multivariate state space models and multivariate multilevel time
series models can be used as a form of small area estimation by modelling temporal and cross-sectional
correlations between previous reference periods and other domains. Extensions to models that include
related auxiliary series to further improve the precision of the predictions will be discussed. It will be
shown how dynamic factors models can be used in this context to avoid high-dimensionality problems
in the case of a large amount of auxiliary series. This easily occurs if data sources like google trends are
considered as auxiliary series. A major limitation of standard linear state space models is they
assumption that correlations between state variables are constant over time. To relax this assumption a
novel non-linear state space model will be proposed. To this end, time varying state correlations are
modelled with separate stochastic processes. It will be illustrated how these methods can be used to
refine the level of detail and timeliness of official statistics with real life examples at Statistics
Netherlands.

Keywords: Small area estimation, multivariate state space models, time varying state correlations,
dynamic factor models, multilevel time series models.
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Quantifying Discontinuities in Time Series obtained with Repeated
Surveys

Jan van den Brakel1,2

1 Maastricht University, The Netherlands

2 Statistics Netherlands, The Netherlands
e-mail: jbrl@cbs.nl

Abstract

 Official statistics are often published repeatedly with the purpose of building consistent time series
that describe the evolution of finite population parameters. A significant quality aspect of these surveys
is the comparability over time of their estimates. This is a major reason to keep the underlying process
of the survey unchanged as long as possible. It is inevitable, however, that adjustment or redesign of the
process is needed from time to time, as and when the existing procedures become gradually outdated or
more cost-effective methods are required. Recently most European national statistical institutes (NSIs)
had to implement significant changes in the survey design of their Labor Force Survey (LFS) to meet
the new Eurostat regulation for integrated European social statistics. Partly as a result of the COVID-
19 pandemic but also from a cost perspective, many NSIs currently consider to move from uni-mode to
mixed-mode data collection strategies.

Implementing such changes in a survey process generally affects measurement and selection bias in the
responses of the survey, resulting in a systematic shock in the sample estimates. These shocks or
discontinuities disturb comparability with figures published in the past. An important aspect of a survey
redesign is to quantify the discontinuities in the main outcomes of the survey. In this way it can be
avoided that discontinuities are incorrectly interpreted as real period-to-period changes of the population
parameters of interest.

Collecting data under the old and new design in parallel for some period of time, time series modelling
or a combination of both are established methods to quantify discontinuities. In this paper different
approaches will be discussed and illustrated with real life examples at Statistics Netherlands. One
example is a multilevel time series model used to quantify discontinuities due to three different survey
redesigns in the Dutch Mobility Survey. Time series are modelled for a breakdown of the population
parameter in about 700 domains. Predictions at higher aggregation levels are obtained by aggregation
of the predictions of these 700 domains. This result in a numerically consistent set of estimates for all
target variables, which are corrected for the different discontinuities. In another application it is shown
how discontinuities due to a redesign of the Dutch Crime Victimization Survey are estimated on low
regional level, using a small parallel run. With a cross-sectional multivariate Fay-Herriot model
prediction for discontinuities at the most detailed regional level are obtained. Numerically consistent
predictions for discontinuities at higher output levels are obtained by aggregation. In a third example
discontinuities are estimated due to the implementation of the Eurostat 2021 regulations in the Dutch
LFS. It is shown how a smooth transition in a rotating panel design is accomplished by integrating data
from a parallel run with time series data in a multivariate state space model.

Keywords: multilevel time series models, multivariate Fay-Herriot models, survey redesigns,
state space models.
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The 6th Baltic-Nordic Conference on Survey Statistics
Helsinki, August 2023

Combining modeling with survey weights

A. Gelman1

1 Department of Statistics, Columbia University, USA

e-mail: gelman@stat.columbia.edu

Abstract

Statistical approaches such as multilevel modeling and poststratification (MRP) can be used
for small-area estimation, extrapolation to unsampled groups, and adjustment for differences
between sample and population. But challenges arise when applying these methods to real-
world surveys that include weights. Weighted regression or weighted likelihood approaches can
be statistically inefficient as well as being awkward to incorporate into a model-based framework.
Conversely, model-based estimates cannot in general be expressed as weighted averages. We are
working on an integrated approach that includes weights as a latent poststratification variable.
In this talk we will show the success of this approach or discuss why it does not work as planned,
or perhaps both!
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MODEL-ASSISTED ESTIMATION IN A HIGH-
DIMENSION SETTING FOR SURVEY DATA

C. Goga1

1 University of Franche-Comté, France
e-mail: mailto:camelia.goga@univ-fcomte.fr

Abstract

 In sample surveys, model-assisted estimators are commonly used to obtain efficient estimators for
interest parameters such as totals or means. Nowadays, it is no longer rare to be confronted with a very
large number of auxiliary variables and model- assisted estimators can be less efficient. In this talk, I
will discuss the asymptotic efficiency of model-assisted estimators in the presence of a very large
number of auxiliary variables and show that they can suffer from additional variability under certain
conditions. I will also present two techniques to improve the efficiency of the model-assisted estimator
in a high-dimensional context: the first is based on dimension reduction and the second one on ridge-
type penalization. The methodology is illustrated on real electricity consumption data for Irish
households and companies.

5



RANDOM-FOREST MODEL-ASSISTED ESTIMATION

C. Goga1

1 University of Franche-Comté, France
e-mail: mailto:camelia.goga@univ-fcomte.fr

Abstract

 Abstract: Nowadays, surveys face more and more complex data sets with a large number of
variables. These new data sets raise many challenges and traditional parametric methods for estimating
interest parameters such as totals, ratios or quantiles may prove inefficient. In this work, we propose a
new class of model-assisted estimators based on random forests. Under certain regularity conditions on
the study variable, the random forest as well as the sampling design, the proposed model-assisted
estimator is shown to be asymptotically design unbiased and consistent for the population total. A
consistent variance estimator is proposed and the asymptotic distribution of the random-forest model-
assisted estimator is obtained allowing to build confidence intervals. A new variance-estimator based
on cross-validation technique is suggested. Simulation illustrate that the proposed estimator is efficient
and can outperform state-of-the-art estimators, especially in complex and high-dimension settings.
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The 6th Baltic-Nordic Conference on Survey Statistics
Helsinki, August 2023

Semiparametric adaptive estimation under informative
sampling

Kosuke Morikawa1 and J.K. Kim2 and Yoshikazu Terada3

1 Osaka University, Japan
e-mail: k.morikawa.es@osaka-u.ac.jp

2 Iowa State University, U.S.A.
e-mail: jkim@iastate.edu

3 Osaka University, Japan
e-mail: yoshikazu.terada.es@osaka-u.ac.jp

Abstract

In probability sampling, sampling weights are often used to remove the selection bias in the
sample. The Horvitz-Thompson estimator is well-known to be consistent and asymptotically
normally distributed; however, it is not necessarily efficient. This study derives the semi-
parametric efficiency bound for various target parameters by considering the survey weights as
random variables and consequently proposes two semiparametric estimators with working mod-
els on the survey weights. One estimator assumes a reasonable parametric working model, but
the other estimator requires no specific working models by using the debiased/double machine
learning method. The proposed estimators are consistent, asymptotically normal, and can be
efficient in a class of regular and asymptotically linear estimators. A limited simulation study is
conducted to investigate the finite sample performance of the proposed method. The proposed
method is applied to the 1999 Canadian Workplace and Employee Survey data.

Keywords: Adaptive estimation; Double/debiased machine learning; Semiparametric effi-
ciency
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The 6th Baltic-Nordic Conference on Survey Statistics
Helsinki, August 2023

Multiple bias calibration for valid statistical inference
under nonignorable nonresponse

Z. Wang1 and J.K. Kim2 and S. Yang3

1 Xiamen University, China
e-mail: wangzl@xmu.edu.cn

2 Iowa State University, U.S.A.
e-mail: jkim@iastate.edu

3 North Carolina State University, U.S.A.
e-mail: syang24@ncsu.edu

Abstract

Valid statistical inference is challenging when the sample is subject to unknown selection
bias. Data integration can be used to correct for selection bias when we have a probability sam-
ple from the same population with some common measurements. How to model and estimate
the selection probability of a non-probability sample using an independent probability sample
is the challenging part of the data integration. We approach this difficult problem by employ-
ing multiple candidate models for the propensity score (PS) function combined with empirical
likelihood. By incorporating multiple propensity score models into the internal bias calibration
constraint in the empirical likelihood setup, the selection bias can be safely eliminated so long
as the multiple candidate models contain the true PS model. The bias calibration constraint
for the multiple PS models in the empirical likelihood is called the multiple bias calibration.
The multiple PS models can include both missing-at-random and missing-not-at-random mod-
els. Asymptotic properties are discussed and some limited simulation studies are presented
to compare with the existing methods. The proposed method is applied to a real-data-based
simulation platform using the Culture & Community in a Time. of Crisis (CCTC) dataset.

Keywords: Empirical likelihood; Propensity score; Selection bias.
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The 6th Baltic-Nordic Conference on Survey Statistics
Helsinki, August 2023

Design-based ensemble learning for individual prediction

L.-C. Zhang1 and D. Lee2

1 University of Southampton, UK and Statistics Norway, Norway
e-mail: L.Zhang@soton.ac.uk

2 University of Alabama, US

e-mail: dlee84@cba.ua.edu

Abstract

Valid inference of the unobserved individual prediction errors is a fundamental issue to
supervised machine learning, no matter how confident one is about the obtained predictor. An
independent and identically distributed model of the prediction errors is commonly assumed
for algorithm-based learning, such as random forest, support vector machine or neural network,
which could be misleading in situations where the available observations are not obtained in a
completely random fashion.

Survey sampling has a long tradition for estimating various aggregates of a given population.
The inference of the associated uncertainty is based on the known samling design by which the
sample of observations are obtained, “irrespectively of the unknown properties of the target
population studied” (Neyman, 1934). But there has never been a design-based theory for
prediction at the individual level.

We shall define and develop for the first time a general design-based approach to individ-
ual prediction, given the sampling design and the sample-splitting design for cross-validation,
while the outcomes and features are treated as constants associated with the given population.
Whether the predictor for the out-of-sample units is selected from an ensemble of models or a
weighted average of them, the proposed approach can provide valid inference of the associated
risk with respect to the known sampling design.

Keywords: Probability sampling; Ensemble learning; Rao-Blackwellisation.

References

Neyman, J. (1934) On the two different aspects of the representative method: The method of stratified

sampling and the method of purposive selection. Journal of the Royal Statistical Society, 97:558-606.
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PROCESSING OF COURT DATA  
 

T. Ianevych1, V. Golomoziy 2 and Yu. Mishura3 

 

1,2,3 Taras Shevchenko National University of Kyiv, Ukraine 
e-mails: tetianayanevych@knu.ua, vitaliy.golomoziy@knu.ua, yumishura1@gmail.com  

 

 

 

Abstract 
 

 

Every person intends to protect his/her rights in case of their violation. Even if there is not a violation 

at the moment, everyone wants to be sure in the availability of such an opportunity, its reliability and 

efficiency. This has to be provided by the state system of justice. An effective mechanism of equal 

access to justice for all is the goal that modern states and open societies around the world seek to 

achieve. At the same time, the effective functioning of the state justice system is a factor that directly 

affects on its competitiveness and the successful economic development of the state and society. 

The transparency of the justice system and the openness of information about the progress of the case 

and the execution of the court decision are the foundation of public trust, which today is extremely 

necessary to renew and strengthen. The Ukrainian system of open court decisions and executive 

proceedings does not ensure real transparency and openness of information about the administration 

of justice, and, therefore, it is not able to strengthen trust of the system in society. The efficiency 

indicators of the courts, such as relation of the amount of money has to be collected to those that has 

been collected, are approximately 0.1%, while the courts are overburdened and almost unable to 

effectively settle and prevent disputes. 

Our goal is to develop the monitoring and data collection system based on the indicators, which will 

allow the fast and flexible detection of changes. In particular, it is proposed to create a convenient 

database using the Unified State Register of Court Decisions (https://reyestr.court.gov.ua/) and other 

court statistics data, for further statistical analysis and producing of recommendations. With the help 

of a statistical multifactorial analysis of the obtained database on the implementation of civil 

proceedings and other machine learning algorithms, it is planned to single out the main factors that 

affect the effectiveness of consideration of private legal cases by the court.   

At that moment the register of court decisions includes more than 108 million documents. They are 

actually text files that have to be transformed into the statistical database. And it is a real challenge 

that can’t be solved without using machine learning algorithms.  Transformation of the nonstructural 

text data into the statistical dataset will allow using it for analysis by scientist, journalists, state 

officers, politicians and anyone wishing to do it and make the judicial system really transparent.   

 

Keywords: data processing of judicial proceedings, machine learning, effectiveness of justice. 
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DESIGN-BASED AND MODEL-BASED INFERENCE IN 
FINNISH FOREST INVENTORY 

 
 

A. Kangas 

 

Natural Resources Institute Finland, Luke 
e-mail: annika.kangas@luke.fi  

 

Abstract 
 

 
 National Forest Inventory (NFI) of Finland was launched in 1921, as a second country after Norway. 
Currently the NFI is continuous work, with already a 13th round going on. The first NFI was carried out 
as a line inventory (lines going through the country from south-west to north-east), and from 1960’s as 
a (stratified) cluster sampling.  

 Due to practical considerations, Finnish NFI, as most NFIs in the world, is based on a systematic 
sample. This means that only approximate variance estimators are available: the choice is between 
ignoring the systematic aspect and using design-based estimators and introducing a model and using 
model-based estimators. In Finnish NFI, mild assumptions on positive autocorrelation and local 
difference -based estimators have been used for all NFIs, while many other countries apply 
(conservative) SRS estimators. 

 During the history of NFI, the need for information to smaller and smaller areas has been increasing. 
Nowadays, the results are calculated for three regions and 19 counties using purely field plot data. In 
addition, the results are calculated for 309 municipalities, with a highly variable area. In part of the 
municipalities, it is possible to calculate useful results with design-based post-stratification with remote 
sensing material as auxiliary data, but in some cases, there are too few field plots for that. Therefore, 
we calculate strictly model-based synthetic estimators for all municipalities. However, there is a need 
for data for even smaller scales, such as single forest stands, for which synthetic estimators are the only 
possibility. For that purpose, Forestry Centre in Finland carries out a local inventory with a denser plot 
grid than in NFI. A further complication is that inferences are also needed in pan-European and global 
scales. Global (model-based) map products are used for policy making in climate change mitigation and 
biodiversity loss mitigation, to name a few examples. In these maps, the field data used is typically of 
poor quality and poorly representative leading to high biases. 

 All in all, complications due to systematic sampling and the multiple scales where information is 
needed prevent efficiently choosing either design-based or model-based approach, but forces to combine 
these approaches in many (ad-hoc) ways. Estimators utilizing the best properties of each approach 
thorough hybrid estimators would be in high demand in forestry. 

Keywords: systematic sampling, cluster sampling, hybrid inference. 
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Abstract

A company receives a shipment consisting of the product lots from the producer. The
products should be of the settled quality. Nevertheless the receiver has to ascertain this. In
order to check the quality of the product lots, the sample of the products is selected and some
quality characteristic is measured. Depending on the results of the quality control the lot is
accepted or rejected. This stage of the quality control (Montgomery, 2013) is not aimed at the
quality improvement, it is used just for the decision making on the lot acceptance.

The aim of a control for the receiver is to ensure that the lot is rejected with high probability
if its quality characteristic reaches a non-admissible threshold. Producer’s aim is to have an
accepted lot with high probability if the amount of the low quality products in a lot is below
the fixed threshold. Quality control of the lot items needs time and expenses. Therefore the
problem is to choose the lot product sampling plan and sample size in order to satisfy the
interests of both, receiver and producer, with the chosen probabilities of their risks (Schilling et
al., 2009). The cost of the quality control for acceptance may be taken into account (Kobilinsky,
2005).

Under the traditional assumptions, the number of the insufficient quality items in a lot is
distributed by the binomial distribution. Further study of the problem depends on the kind of
the quality characteristic used: it may be an attribute (Tešnjak et al., 2014) or variable with
some asymmetric distribution (Shahbaz et al., 2018).

A sequence of specific sampling plans are applied for acceptance sampling. Operating cha-
racteristic for a sampling plan which quantifies the sampling risk dependency on the probability
of defective products in a lot is usually used.

The acceptance sampling will be presented from the point of view of the survey statistician.

Keywords: receiver, producer, lot, attribute, variable, operating characteristic.
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Tešnjak, S.; Banovac, I. (2014). Analysis of attribute acceptance sampling properties. WSEAS Trans-
actions on Systems, 13, 720-729.

13
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Abstract

Surveys based on the randomization theory have been and are still today a major source for the
production of statistics at National Statistical Offices (NSOs). One major problem in the application of
the theory is nonresponse. While the theory presupposes full response applications at NSOs turn out
with some sample units not responding. The problem of nonresponse has not yet been satisfactorily
resolved (e.g. Brick, 2013) and is today a major threat to validity of sample survey statistics. Partly
because of this problem and increasing costs of sample surveys, nontraditional data sources are
considered by NSOs as an alternative for production of statistics. Such data may also offer interesting
features (e.g. Daas et al., 2015; Japec et al., 2015).

There are many challenging problems in using nontraditional data sources in production of
official statistics. Issues around accessibility, involving legal and technical aspects, and sustainability
are obvious. Validity of statistics considering variable and measurements are also. The most critical
problem, the validity, objectivity, and interpretability of produced statistics, are seldom addressed,
however. boyd and Crawford (2012) discuss these problems in the context of using Big Data in
research.

To my knowledge, there are yet no example of nontraditional data sources replacing traditional
ones in an official statistics product. This is remarkable in relation to the world wide interest to do so,
and research conducted for at least two decades on how to use nontraditional data sources.

In this paper I suggest the long-time failures of incorporating nontraditional data sources depends
on the focus on replacing traditional sample surveys. Instead, the question must be how to integrate
nontraditional data sources in the existing production system to improve quality of statistics. This idea
is expressed in the conference paper SCB (2017) and is here further elaborated. It summarizes into the
Statistics Production system (SP) 4.0.

Keywords: official statistics, selectivity, model based inference, survey design.
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Abstract 

 

 
 The wide use of Big Data and Smart Statistics services in official statistics is a fact. In this paper we 
are describing two case studies: OJA – Online Job Advertisements and OBEC – Online Based Enterprise 
Characteristics. The paper relates to the implementation of Big Data as a source for official statistics 
within the last 6 years and plans for the next 3 years. First project regarding the OJA and OBEC data 
collection started in 2016 with the Big Data ESSnet 1st Grant. Then it was continued with the Big Data 
ESSnet II grant. Currently, under Web Intelligence Network initiative, implementation of the production 
process is on the way for both OJA and OBEC. We are expecting to move these two use cases into 
production in 2025.  

 The analysis of OJA data is well known in research papers. Its form varies from qualitative analysis 
(Hinrichs, Bundtzen, 2021) to quantitative based on text analysis (Cao et al., 2021). Currently Eurostat 
is analyzing several million job advertisements (Ascheri et al., 2022), based on the system developed in 
past by the European Centre for the Development of Vocational Training - Cedefop (Descy et al., 2019). 
For the OBEC data, more data sources are used, i.e. enterprise websites. The challenge is to define legal 
and methodological frameworks to be replicated by different NSI’s, with respect to the business register 
data and associated URLs of enterprises. 

 The OJA project has been initiated to collect of job advertisements published online on the web as 
a new source of data in the field of labour market statistics. For this project several webscraping 
procedures were developed and tested, including privacy and legal issues of collecting web data. 
Another document was “webscraping policy” issued in collaboration with the OBEC project 
(wpc_deliverable_c1_ess_web-scraping_policy_template_2019_07_15.pdf, europa.eu). The 
development of OJA indicators and analyses of OJA data is now undergoing and data is presented as 
experimental statistics. Those data can be accessed via Eurostat OJA DataLab where they are regularly 
improved and updated. Data quality of the OJA data is necessary to decide what data can be 
disseminated as a part of official statistics. OJA Datalab contains information on many properties of 
open job advertisements in the market, and the daily dynamics are much richer than quarterly collected 
survey data. Thus, the data quality assessment also focused on how OJA data refers to official Job 
Vacancy Statistics (JVS) (Maslankowski et al., 2022). 

 Regarding OBEC the main goal is to collect the largest number of URLs to be used in web scraping 
process. The population of OBEC use case includes enterprises employing 10 or more employees. The 
population was defined as in ICT in Enterprises survey , i.e. “Definition of the enterprise website, From: 
Methodological manual for data compilers and users of the ICT survey, A6. Does your enterprise have 
a website? [Scope: enterprises with access to the internet, i.e. A1 > 0], [Type: single answer (i.e. Tick 
only one); binary (Yes/No); filter question]” (ESSnet WP-C, 2020).  There are several ways to acquire 
URL list of enterprises. One way is to use official registers which in many cases have this information 
available publicly. For instance, in Poland there are enterprise registers like KRS or CEIDG, which are 
available online and it is possible to get the website URL if available for the company. There are also 
commercial databases with the information on enterprises in specific country. One of them is an ORBIS 
database by Bureau van Dijk which includes detailed information on enterprises, including URLs for 
numerous enterprises. But the responsibility for the data quality relies on the third-party vendor which 
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makes the data difficult to be used in official statistics. It is also important to note that fees apply for 
data acquisition.  

 

Keywords: big data, machine learning,  
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Abstract

In 2018, Latvia resumed its participation in the European Social Survey, an academic cross-
national  survey  measuring  attitudes,  beliefs  and  behaviour  patterns.  The  standard  mode  of  data
collection is based on face-to-face interviews at respondents’ homes and it was used in Round 9 (2018
– 2020). However,  for Round 10, a self-completion approach was specifically designed for use in
countries that were particularly severely hit by the pandemic and unable to employ data collection by
interviewers  via home visits  including Latvia.  This contribution compares  the performance of the
national Latvian team and partner survey agencies involved in organizing and carrying out the ESS
fieldwork in both rounds (9 and 10), focusing on the composition of the achieved net sample, response
rates, population coverage, inconsistencies in answers to survey questions and item non-response. As
the ESS is looking forward to adopting the self-completion approach starting from Round 13 in 2027,
reflections on the ways to optimize the quality of the ESS data collection in Latvia are presented.

Keywords: European  Social  Survey,  face-to-face,  self-completion,  response  rate,  survey
questionnaire.
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Abstract 

 
Businesses are exposed to market and operational risks that can lead to setbacks and potential 
business failures. In order to correctly identify and manage these risks, huge amounts of data 
must be analyzed and used as input for the decision-making process. In reality, companies do 
not have sufficient resources and skills for this process. If management were more data-driven, 
there would be fewer outages and more stability in companies. 
 
The problem solution is to create an AI (artificial intelligence) solution with the capacity of 
using considerable amount of real-time market and business data and converting it into 
actionable management inputs that are available in real-time as basis for the business decision-
making process. 
 
The solution would improve the decision-making process in companies by ensuring higher 
capacity to make better use of the vast amount of data available.  The more decisions are data 
driven, and the more potential market and operational risks are identified (and managed), the 
more the respective decision making business and the economic ecosystem are stable.  The 
beneficiaries are business customers, employees, investors, business owners, public bodies and 
society in general.  Fewer defaults and better economic performance are preferable to economic 
and social instability. 
 
The proposed solution leverages the AI concepts to analyze market and business operational 
data in real-time and derive actionable business management fundamentals in the same 
timeframe as data is analyzed. 
 
Machine learning, supervised learning and unsupervised learning concepts are used along with 
deep learning neural network solutions to learn from market and business behavior patterns and 
use the derived knowledge to support management decision-making process.  The essence is to 
incorporate a huge amount of available data and leverage the interrelationships between 
different data sources to derive a summary actionable basis for real-time decision making. 
 
The planned AI business support system is designed to achieve the following tactical objectives: 
- creation of an analytical report on the respective business activities and market conditions; 
- if relevant, generation of risk scenario-based alerts to review and change the course of business 
action; 
- if relevant, production of performance recognition notes to emphasize whether the business is 
market oriented and successfully run; 
- generation of solutions to address the risk scenarios when identified; 
- forecasting the outcomes of the solutions offered; 
- allowing business representatives to enter business-specific data into the system and to create 
the forecasts based on these additional inputs. 
 
The proposed solution uses machine learning and artificial neural network tools to ensure the 
achievement of tactical objectives. From a technical point of view the system is able to perform 
the following activities: 
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- it learns the patterns of business practices in the given business sector; 
- it learns site-specific issues that affect operations at a particular geographic location; 
- it learns the business practices of the particular analyzed business entity; 
- it evaluates the business practices of certain companies on industry and location-specific 
issues; 
- it decides if there are specific risks that need to be communicated; 
- using the available data inputs and considering potential customer additions, the system 
forecasts the possible development scenarios for the respective business unit, including 
corporate finance analytics as well as concepts such as net present value, weighted average cost 
of capital, internal rate of return, return on investments, customer acquisition costs, breakeven 
analysis etc.; 
- the generated development scenarios could be communicated as solutions to identified risks 
or as further reinforcement of a positive development scenario. 
 
The solution is made usable without any special competencies needed.  Respective menu 
systems are provided to navigate the application.  In case no considerable amendments needed 
the operational cost are negligible for the system use.  As the system uses data for its operation 
the data needs to be updated and this cost is relevant to the cost of securing updated data.   
 
Customization cost and time of the solution depends on the extent and essence of customization.  
In case of replacement of data sources from one “similar” data to another, the customization is 
efficient and the respective code is provided to users.  The same applies if some data sources 
need to be excluded (not all data may be available in similar format in all regions).  In case 
customization relates to adding essential functionalities to the solution the cost and time is 
dependent on the specific new requirements proposed. 
 
As a result of application of the described system the bankruptcy rate is expected to fall 10% 
within three years of active system usage while the general insolvency would be expected to 
improve 25% within the same timeframe. 
 
The Business Viability Index AI support system should be developed in such a way that it is 
reusable and therefore should have as few dependencies as possible on other specific software 
solutions.  The corresponding documentation should enable reusability and be supplemented. 
 
The system should be made scalable and integrable with other systems.  It is essential that the 
data used in the system described here is available in other systems with which the present 
solution is intended to be integrated.  For some data entries, the input data formats could be 
partially changed, some entries could be omitted without significant effect on the system result.  
The corresponding documentation for describing the interoperability must be created and 
supplemented. 
 
The output of the AI support system, the specific advice, risk warnings, scenario forecasting as 
well as analysis results should only be available for use by the analyzed company.  The results 
will not be displayed publicly or used as a basis for legal proceedings or categorizations. 
 
The risks of the solution are wrong and misleading evaluations to particular companies’ 
operational statuses, misleading forecasts produced and inappropriate development scenarios 
communicated.  These risks have been mitigated via extensive testing of the solution and 
evaluation of the results received from testing.  Experts and industry professionals are being 
involved in evaluation process judging AI technology trustworthiness. 
 
Keywords: artificial intelligence, business viability, data integration 
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Abstract

Multilevel regression and poststratification (MRP) is a popular method for addressing se-
lection bias in subgroup estimation, with broad applications across fields from social sciences
to public health. In this paper, we examine the inferential validity of MRP in finite popula-
tions, exploring the impact of poststratification and model specification. The success of MRP
relies heavily on the availability of auxiliary information that is strongly related to the out-
come. To enhance the fitting performance of the outcome model, we recommend modeling the
inclusion mechanisms conditionally on auxiliary variables and incorporating flexible functions
of estimated inclusion probabilities as predictors in the mean structure. We present a statistical
data integration framework that offers robust inferences for both probability and nonprobabil-
ity surveys, addressing various challenges that arise in practical applications. Our simulation
studies indicate the statistical validity of MRP, which involves a tradeoff between bias and
variance, with greater benefits for subgroup estimates with small sample sizes, compared to
alternative methods. We have applied our methods to the Adolescent Brain Cognitive Develop-
ment (ABCD) Study, which collected information on children across 21 geographic locations in
the U.S. to provide national representation, but is subject to selection bias as a nonprobability
sample. We focus on the cognition measure of diverse groups of children in the ABCD study
and show that the use of auxiliary variables affects the findings on cognitive performance.

Keywords: data integration, nonprobability sample, robust inference, model-based, selec-
tion/nonresponse bias
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Abstract 

 

 
The amount of data available is increasing. However, a large quantity of data does not automatically 
mean all of it is useful. Data user must understand the content of the data – their limitations and errors. 
Like other Nordic countries, Finland has numerous public registers. These registers are utilized for their 
initial purposes, such as taxation or planning services, but also for secondary use. For example, our 
national census is register-based without fieldwork enumeration. As a general observation, the use of 
administrative registers could be more efficient in the public sector. This was the key motivation for our 
‘Opening up and using public sector data’ project1. Data quality is one of the key elements that enables 
broader data use. It is important to define data content in a uniform manner so that all users understand 
the content and its quality in the same way. Uniform terminology and definitions are at the core of data 
quality criteria.  

The data quality criteria are central to the national data quality framework2. Each criterion has at least 
one indicator providing concrete values. Quality criteria and indicators reflect the current situation. They 
must be adjusted as the world changes. Therefore, the framework includes a management model and 
tools that support further development. 

The data quality criteria and indicators serve as tools for describing and evaluating data quality. They 
answer the question, ‘What does data quality mean?’. Data quality criteria, or quality perspectives, are 
divided into three groups. Each group addresses a different question about data quality. The objective 
of these quality criteria groups is to aid in understanding and remembering the key points about data 
quality. The first group of criteria is called 'How well does information describe reality?' This group 
contains five criteria, each focusing on describing what should be included in the dataset and assessing 
how well this goal has been achieved. The second group of criteria, addresses the question, "How has 
the information been described?". This group focuses on metadata and compliance. The third group 
addresses the question, "How can I use the information?" It's crucial to note that our project was centered 
on opening up and reusing data. Therefore, easy access and usability are considered integral parts of 
data quality. 

Our data quality framework acts as a comprehensive starting point for public sector data quality 
improvement, affecting administrative registers in Finland. For organizations seeking to improve data 
quality, assessing the current state is crucial. Quality evaluation helps identify areas for quick 
improvement and areas requiring more collaboration and effort. Regular assessments not only prioritize 
improvements but also track progress over time. If a change in the production process impacts data 
quality negatively, this can be corrected. 

Keywords: data quality, data quality framework, quality assessment, quality criteria  
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Abstract

In the process of maintaining the Italian permanent Population Census, the Italian National
Statistics Institute (Istat) relies on the Base Register of Individuals (BRI, hereafter) to compute
population sizes at different levels of aggregation, correcting the administrative data for under-
and/or over-coverage. To evaluate the probabilities of under- and over-coverage, Istat conducts
two surveys and the adjusted population counts estimates are currently obtained by weighting
the BRI counts with the ratio of such probabilities. However, this process only produces point
estimates for the population sizes, and to obtain an uncertainty quantification of such estimates,
a complex bootstrap procedure must be performed, which must consider the complex sampling
planes of the two above-mentioned surveys. To overcome such complexities, we approach the
problem in a fully Bayesian way by treating the observed BRI counts and the number of under-
covered individuals as realizations of random quantities, whose distributions’ parameters are
functions of the probabilities of over- and under-coverage. The proposed approach makes the
model more flexible and able to incorporate uncertainty from different sources. Indeed, we also
allow for the concrete possibility that BRI units might be misclassified with respect to some of
the individual characteristics, such as citizenship.

We produce an estimate of the posterior distribution of the Italian population size at a
municipal level using Markov Chain Monte Carlo methods, overcoming difficulties associated
with uncertainty quantification. We illustrate the procedure using the subset of municipalities
of less than 18,000 residents (Non-Auto Representative municipalities) in 2018. We also analyze
the sensitivity of the results to different prior specifications, demonstrating the robustness of
our method.

Keywords: Bayesian inference, permanent census, population size estimation, coverage
error, misclassification error.
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Abstract

Small area estimation (SAE) encompasses a wide range of methods (Rao and Molina, 2015)
that have become a significant component in the official statistician’s toolkit, with many applica-
tions to a wide range of variables and domains in many different types of surveys. Nevertheless,
SAE is still uncommon in business surveys because of challenges arising from the skewness and
variability of many size-related variables. SAE methods are generally based on mixed effects
models which have assumptions of normal errors, but skewed variables violate this assumption.
Moreover, the specific characteristics of sample designs used in business surveys (detailed strat-
ification, non-negligible sampling fractions, large variations in estimation weights) affect the
models on which small area estimates are based.

Several approaches have been suggested to deal with such skewed data in different ways:
through transformation, by employing robust models to accommodate outlying tail observa-
tions, and by directly modelling the skewed distribution. Smith et al. (2021) examined a
range of robust approaches, which reduce the impacts of observations in the tails of skewed
distributions, in a dataset with known outcomes. Here we replicate this analysis with a second
dataset of Italian retail businesses, and compare it with a second group of methods based on
transformations of the initial data before modelling. The back-transformed predictions need
bias adjustments to produce estimates with acceptable quality. We review the transformation-
based methods which have been proposed in the literature and make an assessment of the best
approaches to use for business surveys based on our repeated sampling simulation study.

Keywords: robust estimation, outliers, skewed distribution.
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Abstract

Survey sampling and, more generally, Official Statistics are experiencing an important renovation
time.  On one hand,  there  is  the need to exploit  the huge information potentiality  that  the digital
revolution made available in terms of data. On the other hand, this process occurred simultaneously
with  a  progressive  deterioration  of  the  quality  of  classical  sample  surveys,  due  to  a  decreasing
willingness to participate and an increasing rate of missing responses.

The switch from survey-based inference to a hybrid system involving register-based information
has made more stringent the debate and the possible resolution of the design-based versus model-
based approaches controversy. In this new framework, the use of statistical models seems unavoidable
and it  is  today  a relevant  part  of  the official  statistician toolkit.  Models  are  important  in  several
different contexts, from Small area estimation to non-sampling error adjustment, but they are also
crucial for correcting bias due to over and under-coverage of administrative data, in order to prevent
potential selection bias, and to deal with different definitions and/or errors in the measurement process
of the administrative sources.

The progressive shift from a design-based to a model-based approach in terms of super-population
is a matter of fact in the practice of the National Statistical Institutes. However, the introduction of
Bayesian ideas in official statistics still encounters difficulties and resistance. In this work, we attempt
a non-systematic review of the Bayesian development in this area and try to highlight the extra benefit
that a Bayesian approach might provide. Our general conclusion is that, while the general picture is
today clear and most of the basic topics of survey sampling can be easily rephrased and tackled from a
Bayesian perspective, much work is still necessary for the availability of a ready-to-use platform of
Bayesian survey sampling in the presence of complex sampling design, non-ignorable missing data
patterns, and large datasets.
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Abstract 
 

 
 While the AI has been used widely for few years across industries, popularity of generative AI has 
boomed since the end of 2022 in many daily applications and digital services, utilizing its feature to 
generate novel content rather than building logic upon existing data, (García-Peñalvo and Váquez-
Ingelmo, 2023). Generative AI has the potential to revolutionize many industries, e.g advertising, 
entertainment, and education (Gozalo-Brizuela and Garrido-Merchan, 2023). This study focuses on its 
usability for survey industry. Encouraging results by Beck, Dumbert and Feuerhake (2018) show that 
already in 2018 majority of OECD countries had some applications of machine learning in official 
statistics, thus it is expected that also new methods such as generative AI will raise interest if ensured 
the responsible and ethical usage in the field of official statistics and surveys. 

 The usage of generative AI has potential but also caveats as the facts and fiction can be 
indistinguishable for service users, and if not used responsibly can deteriorate public trust. In addition, 
data protection of generative AI solutions cause concerns amongst the public, and experts of data 
protection professionals. Significant risks related to bad data generate by AI are inaccurate decision 
making, spreading misinformation, privacy violations, legal liabilities, damage to trust (Tang et al., 
2023), and may further impact trust to democracy (Arguedas and Simon, 2023).  Taking the 
challenging risks into account, the advantages for improving surveys utilizing the potential of 
generative AI is the main incentive to explore responsible and ethical use of generative AI for survey 
research.  

 There is a global unmet challenge for surveys that are battling with the long prevailing trend of 
reduction in response rates, reaching levels of severe questioning of the reliability of the estimates. 
This has been studied for decades, but instead of finding effective strategies for promising initiatives, 
the survey organizations are increasingly struggling with low or negligible participation to surveys 
impacting the reliability and accuracy of the survey estimates. Generative AI can be used as a tool 
survey design in multiple steps of survey process. This is demonstrated in the context of the GSBPM 
model. Potential use case is defined as using generative AI especially in the design and data collection 
stages of the GSBPM model, e.g. in improving survey design, respondent approaches, contact 
strategies and conversion strategies for soft refusals.  

 Considering the relation to the fundamental aim of surveys providing reliable facts about society 
or population, the use of generative AI may be argued to be in contradiction with the ultimate purpose 
of generating reliable information. Thus, it is emphasized that the focus is not on supplementing and 
creating information arbitrary information content, instead the purpose is to explore usage of 
generative AI to improve the quality of surveys and the way their processes are managed. In other 
words, the AI-generative content (AIGC) has been exclude from this study. The data quality 
components in focus are survey accuracy, and relevance, reviewing also potential impact to survey 
comparability, timeliness, and accessibility.  

 The study explores the potential use of generative AI for response conversion strategies. The 
traditional differentiative motivation strategies base on ad hoc strategies or tailored data analytics can 
be further enriched using large language models (LLM). These LLMs can be developed so that it is 
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 Indistinguishable from human-generate content (Arguedas & Simon, 2023). The use case is 
narrowed to reviewing potential applications that require quick adaptation of strategies to build 
motivation and raise interest of the selected units to be surveyed. Application potential may also reach 
to support tool for interviewers, or for contact persons to help them to build the best motivation 
strategies for retrieval of requested information. New technology is fast developing, and promising 
new solutions are using generative AI text-to-speech diffusion model applications, which features also 
provide incorporated controllable emotional models (Zhang et al. 2023).  

 To conclude, AI can be used to explore the validity and relevance of the underlying assumptions of 
the survey in fast developing societies and survey phenomena. The purpose of this study is to evaluate 
suitability of generative AI solutions to traditional population surveys. As the usage of generative AI 
is likely to raise contradiction and successful surveys are based on the trust of data providers, we 
review the acceptance for information production and survey industry in the AI landscape.  As the EU 
is currently working on the world’s first AI law, it is important to pave the way for utilizing future 
potential and understand the scalability, limitations, and risks of AI in an objective manner. Thus, 
statistical ethics and code of practice, merely in the European context are reviewed to examine the fit 
for purpose and preparedness of the legislative grounds.  

 As the legislative groundings are still evolving, and the generative AI is rather recent, this study is 
limited to conceptual and theoretical level, and the purpose is to be a starting point for further pilot 
cases. 

  
Keywords: generative AI, surveys, GSBPM, survey design, respondent conversion. 
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 1. Introduction   

1.1. Background and context   

Official statistics provide objective and reliable information about various aspects of society. Accurate 
statistics help identify societal challenges, assess policy effectiveness, and shape evidence-based 
strategies to address issues such as unemployment, and inequality. Official statistics serve as a critical 
tool for monitoring economic performance, tracking demographic changes, and assessing the impact of 
government policies. Reliable data allows governments to identify areas that require intervention, assess 
the success of existing programs, and allocate resources efficiently to achieve societal goals.  

The availability of official statistics should ensure transparency and accountability in decision-making 
processes. Transparent statistics enhance public trust in government actions and foster open discussions 
on public policy matters. Implementing ML/AI in statistical processes need the implementation of 
MLOps (a paradigm for the operationalization of ML efficiently and transparently) principles and the 
infrastructure and platform to implement these principles. The upcoming AI Act from EU may also set 
new requirements for statistical production or at least raise people’s awareness of the requirements for 
information produced with the help of artificial intelligence.   

1.2. Problem statement   

Statistical institutes around the world are increasingly adopting machine learning (ML) techniques to 
enhance official statistics production. However, globally many statistical institutes encounter 
difficulties in implementing MLOps principles, such as transparency and reproducibility or they are not 
yet aware what kind of elements should exist when using AI in statistical production. In the future, 
decision-makers and the public may lack confidence in the validity and accountability of the ML-driven 
statistics and its impact on policymaking and governance if the AI driven processes are not transparent 
enough.   

The importance of official statistics in guiding policy formulation, resource allocation, and governance 
decisions cannot be overstated. In the era of AI and ML, leveraging these advanced technologies has 
the potential to revolutionize statistical production, improve accuracy, and speed up the ability of 
statistics to quickly describe the changes taking place in society. Nevertheless, the lack of transparency 
and reproducibility in ML models raises concerns about their integrity and potential biases.  

To gain the trust of decision-makers and the public, statistical institutes must prioritize Responsible AI 
and MLOps principles, transparency, and reproducibility. Transparency ensures that the decision-
making process and ML algorithms are open and explainable, providing stakeholders with insight into 
how conclusions are reached. Reproducibility guarantees that results can be independently verified, 
increasing the confidence in the accuracy and reliability of statistical outputs. Concepts such as 
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Responsible AI and MLOps are not fully established. They contain many common principles, but 
usually Responsible AI includes also principles related to data protection and data security.   

MLOps, an amalgamation of various definitions, represents a paradigm that encompasses best practices, 
essential concepts, and a development culture aimed at facilitating the end-to-end lifecycle of machine 
learning products. At its core, MLOps merges principles, tools, and techniques from both machine 
learning and traditional software engineering to design and construct complex computing systems. 
However, MLOps is not merely a collection of principles or a stack of technological elements; it extends 
its reach to encompass data, processes, roles, and methods. Embracing MLOps presents challenges due 
to its multidimensional nature. One of the prominent challenges lies in navigating the diverse 
dimensions it encompasses. The implementation of MLOps can be intricate, necessitating the adoption 
of new roles, such as ML engineers, data scientists, and data engineers, along with the establishment of 
robust collaboration mechanisms among these roles. Despite the complexities, embracing MLOps is 
essential for streamlined and accountable AI integration, empowering organizations to leverage the full 
potential of machine learning and artificial intelligence for advancing official statistics.  

By addressing the challenges in implementing MLOps principles, statistical institutes can build a 
foundation of trust and accountability in their ML driven statistical processes. This trust is crucial for 
fostering evidence-based policymaking, efficient governance, and the public's acceptance of AI and ML 
advancements in official statistics. The motivation is to establish a robust and ethical framework that 
empowers decision-makers to make informed choices and the public to have confidence in the data 
driving policy and governance decisions.  

2. AI in Statistical production  

2.1. Current Landscape of ML adoption in Statistical Institutes  

As mentioned, machine learning (ML) and artificial intelligence (AI) can bring improvements to the 
accuracy, efficiency, and timeliness of official statistics production compared to traditional manual 
processes, or even compared to rules-based systems of validation. Once properly established, ML 
models can process and analyze data in real-time, allowing statistical offices to produce more up-to-
date and accurate data. This is especially valuable in rapidly changing situations of society. ML and AI 
algorithms can handle large-scale datasets efficiently, enabling statistical offices to process and analyze 
massive amounts of data quickly and reliably. Manual data validation and editing processes are also 
prone to human errors. ML-driven automation reduces these errors and is likely to lead to more accurate 
and reliable official statistics. ML and AI can automate labor-intensive tasks in statistical production 
processes. Many statistical institutes understand these potential benefits and have explored ML in 
automating classification and editing tasks, especially when the data are large and difficult. Some effort 
has been put into exploring new areas such as nowcasting or exploring new data sources such as satellite 
images. But systematic adoption of ML is not yet achieved. This is likely because these explorations 
have been done on a case-by-case basis, by few experts dealing simultaneously with many other tasks, 
and the benefits are not realized at the level of the organization, even less in the statistical system as a 
whole.   

2.2. The Importance of MLOps Principles for Trustworthy Statistical Production  

The systematic adoption of transparency, reproducibility and explainability in ML-driven processes 
play a crucial role in ensuring that decision-makers and the public to understand and trust the outcomes 
of AI and ML applications in statistical production and ensures that systemwide adoption can be 
possible. It fosters accountability, promotes ethical decision-making, and facilitates effective 
communication between stakeholders, leading to better-informed policies and governance decisions. 
Automated reports and visualization can be great benefit to users of statistics, but only if they are 
trusted.  

In this paper, we underscore the significance of MLOps principles like transparency and reproducibility 
in the context of machine learning adoption in statistical institutes and aims to inspire statistical 
institutes to embrace MLOps principles, thereby fostering greater trust among decision-makers and the 
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public in the credibility and impact of ML-driven statistical outputs. Additionally, the paper seeks to 
contribute to the responsible and ethical implementation of AI in official statistics, promoting evidence-
based policymaking and efficient governance by critically discussing the experiences in Finland, noting 
that there is much work to be done.  

MLOps principles represent a set of best practices that aim to streamline and standardize the entire ML 
model lifecycle, from development to deployment and maintenance. These principles are fundamental 
for ensuring that ML models are effectively managed, monitored, and governed, facilitating efficient 
collaboration among data scientists, decision-makers, and stakeholders.   

2.3. Technology and processes implementing MLOps principles  

Technology plays a central role in enabling MLOps principles and practices, as it provides the 
infrastructure, platforms, and frameworks necessary to implement these principles seamlessly. Tools 
and platforms (or frameworks) like TensorFlow Extended (TFX), MLflow, and Kubeflow offer a suite 
of tools for automating ML workflows, versioning models, and tracking experiments, promoting 
transparency and reproducibility. By integrating MLOps principles with appropriate technological 
solutions, statistical institutes can optimize data collection, validation, analysis, and dissemination 
processes, leading to more accurate, timely, and trustworthy official statistics.  

ML platforms typically provide tools for managing data, model training, serving models, and 
monitoring, and support features that promote transparency and reproducibility, such as model tracking, 
artifact management, and version control. In fact, one may consider replacing the entire statistical 
production process pipelines with the available platforms. Countries such as France, Norway and 
Lithuania seem to be headed this way.   

While choosing an ML platform for implementing MLOps principles, it's essential to consider the 
specific needs and requirements of your organization. Each platform may have different strengths and 
may be better suited for certain use cases or deployment environments. Additionally, integration with 
existing infrastructure and compatibility with the chosen ML frameworks should be considered.  

3. Challenges and Ethical Considerations   

3.1. Ethical implications of using AI in producing official statistics   

Ethics is a critically important issue when using ML in producing data for official statistics due to 
several key reasons like fairness and equity. ML-driven statistical models have the potential to impact 
individuals and communities directly through policy decisions. If ML models are not designed with 
fairness in mind, they may inadvertently perpetuate biases, leading to inequitable outcomes and 
exacerbating existing societal disparities.   

Official statistics influence critical decisions and policies that affect people's lives. Lack of transparency 
in ML models can lead to "black-box" decision-making, where it's challenging to understand how 
conclusions are reached. Transparent ML ensures accountability, enabling stakeholders to verify and 
challenge the basis of statistical outputs.   

3.2. Notes regarding to training data  

ML-driven official statistics depend on the quality and representativeness of the data used for training. 
Ethical practices ensure that data used in ML models accurately reflect the population they represent, 
avoiding skewed or inaccurate results. Establishing governance frameworks for ML use in official 
statistics ensures that decisions about model deployment and data utilization are made responsibly and 
with careful consideration of potential impacts on society.   

Official statistics often involve sensitive and personal data. ML models must be designed with robust 
data privacy measures to protect individuals' confidentiality and adhere to data protection regulations. 
ML models can be susceptible to adversarial attacks, wherein malicious actors manipulate data inputs 
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to produce inaccurate results. Ensuring the accuracy of ML-driven official statistics is essential for 
making informed and reliable decisions.   

When using data from individuals, obtaining informed consent becomes vital to respecting their 
autonomy and privacy rights. ML practitioners must ensure that individuals are aware of how their data 
will be used and have the option to opt-out if desired. ML can make predictions and decisions based on 
patterns that are not easily understood by humans. This introduces the risk of unintended consequences 
if models are deployed without careful consideration of potential impacts. ML, as any modeling, can 
amplify biases present in the data it learns from. Ethical considerations mandate the detection and 
mitigation of biases to ensure that AI models produce unbiased and impartial results.   

3.3. Maintaining public trust  

Public trust is one the most important issues in implementing AI systems in official statistics. The 
adoption of ethical AI practices in official statistics fosters public trust and confidence in the results and 
decision-making processes. Transparency and fairness lead to greater acceptance of AI-driven insights 
by policymakers and the public.   

The importance of ethics in using AI in producing data for official statistics cannot be overstated. Ethical 
considerations are crucial for ensuring fairness, transparency, accountability, data privacy, and the 
accuracy of AI-driven statistical outputs. By upholding ethical principles, statistical institutes can 
leverage AI to produce data that supports informed policymaking, governance, and decision-making 
while protecting individuals' rights and promoting societal well-being. Canadian Trust Centre is an 
excellent effort building trust between public and statistical institute.  

3.4. Reproducibility: a cornerstone of scientific research and statistics  

Reproducibility is paramount in scientific research and in official statistics. By promoting transparency 
and fostering collaboration and trust, reproducibility ensures the credibility of results. In official 
statistics, it serves as a reliable foundation for evidence-based decision-making and contributes to 
scientific progress.  

Both ethical considerations and reproducibility are essential components when deploying AI in official 
statistics. Maintaining reproducibility ensures that the statistical outputs are verifiable, transparent, and 
trustworthy, providing a robust basis for effective decision-making. By embracing these principles, 
statistical institutes can navigate the challenges of AI in official statistics while maintaining public trust 
and promoting responsible and ethical use of AI technologies.  

4.Implementing MLOps, steps towards success at Statistics Finland  

4.1. Versioning  

In the domain of MLOps, achieving reproducibility is of paramount importance to ensure the credibility 
and reliability of machine learning models. The main components that play a pivotal role in attaining 
reproducibility are versioning of the model, data, and code. Model versioning entails the systematic 
tracking and recording of changes made to the ML model throughout its development lifecycle. By 
preserving the model's version history in a model registry, it becomes possible to precisely recreate and 
compare results at different stages of the development process, enabling practitioners to understand the 
model's evolution and make informed decisions based on its performance. Similarly, data versioning 
involves meticulously documenting the datasets used for training and evaluation, including data 
preprocessing steps and any modifications made during the data preparation phase. Proper data 
versioning ensures that the same dataset can be reliably used in future iterations, allowing for the 
validation of results, and reducing the risk of introducing data-related discrepancies.   

Lastly, code versioning involves the systematic management of the software code used to develop, train, 
and deploy the ML model. By maintaining a clear record of code changes and dependencies, data 
scientists and statisticians can reproduce experiments and workflows accurately, leading to consistent 
results and facilitating collaboration among team members. In combination, model, data, and code 
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versioning in MLOps contribute to the establishment of a robust and transparent framework, fostering 
confidence in the reproducibility of machine learning outcomes.  

Statistics Finland has implemented a comprehensive model register for ML models, ensuring that each 
model's version history is well-documented and traceable. Additionally, the use of Model Cards is 
adopted, which serve as repositories for storing essential metadata related to every model. This includes 
important information about the model's architecture, training data, hyperparameters, and performance 
metrics. By maintaining detailed version records and utilizing Model Cards, we enhance transparency, 
reproducibility, and accountability in our machine learning practices.  

4.2. Automation of the workflow – the levels   

As the demand for AI and ML solutions continues to soar, organizations face increasing pressure to 
streamline their ML workflows and enhance model deployment efficiency. Google Cloud's MLOps 
automation, which has become somewhat of an MLOps standard, has emerged as a transformative 
approach to address these challenges, presenting three distinct levels of maturity. Each level represents 
a significant milestone in the automation journey, enabling organizations to achieve higher levels of 
operational efficiency, model reproducibility, and collaboration among different ML roles.  

At the foundational level of MLOps automation, organizations rely on manual processes to manage 
their ML workflows. Data scientists and ML engineers typically conduct each step of the ML lifecycle 
manually, from data preprocessing and feature engineering to model training and deployment. Code and 
data versioning are often managed through traditional version control systems, leading to potential 
inconsistencies and difficulties in tracking changes. Level 0 automation serves as a starting point for 
organizations, providing valuable insights into the intricacies of their ML workflows and paving the 
way for further advancements in MLOps automation.  

As organizations mature in their MLOps journey, they seek to address the challenges encountered at 
Level 0 by adopting MLOps tools and platforms. At Level 1, automation becomes more prevalent in 
data versioning, model training, and deployment processes. MLOps tools facilitate the automation of 
ML workflows, offering capabilities for versioning models, tracking experiments, and managing data 
pipelines. These tools enhance transparency, traceability, and collaboration among ML roles, enabling 
better reproducibility and efficiency in model development. However, certain elements of the ML 
process may still require manual intervention, limiting the level of end-to-end automation achieved at 
this stage.  

The pinnacle of MLOps automation is reached at Level 2, where organizations achieve full end-to-end 
automation of their ML workflows. At this stage, advanced MLOps platforms seamlessly orchestrate 
the entire ML lifecycle, from data ingestion to model deployment and monitoring. AutoML solutions 
further enhance the efficiency of model development by automating hyperparameter tuning and 
architecture selection. Fully automated MLOps streamlines collaboration, fosters transparency, and 
ensures model reproducibility at scale. The robustness of Level 2 automation empowers data scientists 
and ML engineers to focus on high-value tasks, driving innovation and accelerating the delivery of AI 
solutions.  

At Statistics Finland, we have made significant progress in automation, but the current level falls 
somewhere between 0 and 1 on the automation scale. While we have successfully implemented many 
components and have partially addressed versioning requirements, there is still ongoing development 
work required to achieve seamless automation across process states. Our team is actively working to 
bridge this gap and enhance our automation capabilities, with the goal of streamlining our processes, 
improving efficiency, and ensuring the reproducibility of our models and data. As we continue to invest 
in automation and embrace best practices, we aim to elevate our capabilities to a higher level. It is a 
difficult management exercise to determine the sweet spot lies where efficiency gains start to show 
throughout the organization and input costs start to sink in relation to output as compared to the situation 
without implementing MLOps. Nevertheless, these are necessary sometimes to convince higher 
leadership. Often, we must rely on demonstrating gains by showing an example and trying to analyze 
what cost savings are achieved in manual data editing phase which is sometimes offset with increased 
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investments in technology when a machine learning is adopted, but this does not show the benefits of 
MLOps, which is a strategy that ensures that the one-off-ML model is maintained, transparent, and 
available for re-use. What makes it more difficult is that sometimes, short term gains are not favorable 
for the adoption of a single machine learning model, especially when evaluated case-by-case. However, 
with system-wide adoption of MLOps and with increased potential output, these gains should be easy 
to see. MLOps is a strategic investment, more than allowing some statistical team to develop a ML 
approach to a specific problem.  

 4.3. Monitoring the performance  

Monitoring the performance of machine learning (ML) models is of utmost importance to ensure their 
continued effectiveness and avoid degradation over time. ML models are typically trained on historical 
data, and as the underlying patterns in the data change, the model's performance can deteriorate. 
Monitoring enables us to detect and address these changes promptly, maintaining the model's accuracy 
and reliability.  

The monitoring process involves regularly evaluating the model's performance metrics, such as 
accuracy, precision, recall, and F1 score, on a representative dataset. By comparing these metrics against 
predefined thresholds, we can identify deviations and potential performance degradation. Additionally, 
tracking other relevant statistics, such as data distribution shifts and input-output correlations, can help 
spot anomalies that might affect the model's performance.  

To monitor model performance effectively, a robust and scalable monitoring system is required. This 
system should be integrated into the MLOps process, enabling automated and continuous monitoring. 
Regularly retraining the model with fresh data can further help mitigate performance degradation, 
ensuring that the model adapts to changing patterns in the data.  

Moreover, ongoing monitoring facilitates the detection of concept drift, where the relationships between 
features and target variables change over time. By identifying concept drift early, data scientists can 
take appropriate actions, such as retraining the model on more recent data or updating the feature set to 
account for new trends.  

At Statistics Finland, our efforts to identify data drift and ensure model monitoring have been ongoing. 
We have conducted extensive studies using various libraries and off-the-shelf solutions to explore the 
best approaches for our needs. Notably, we have extensively tested the capabilities of the Alibi Detect 
library, which offers a collection of state-of-the-art algorithms and methods that can seamlessly 
integrate into our existing machine learning pipelines. While we have made significant progress, we are 
still in the process of determining the most suitable implementation strategy for monitoring our ML 
models effectively. Our commitment to continuous improvement ensures that we will make informed 
decisions to achieve optimal model performance and maintain the highest standards of data quality and 
accuracy.  

4.4. Explainability  

Although explainability and especially explainability of deep learning is not included as an independent 
principle in MLOps it is still part of transparency. When using deep learning models, achieving 
explainability is particularly challenging due to the complex and non-linear nature of these models. 
However, researchers have developed various techniques to provide some level of insight into how deep 
learning models make decisions.   

It's important to note that while methods provide some insights into model behavior, they might not 
offer a complete understanding of why a deep learning model makes specific decisions. Achieving full 
explainability in deep learning models remains an ongoing research challenge. The choice of 
explainability method may depend on the specific use case and the level of interpretability required for 
the application.  

Explainability of deep learning at Statistics Finland is still in its nascent stage. As we delve into the 
domain of deep learning, we recognize the significance of achieving interpretability for our models. To 
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tackle this complex challenge, we have actively sought collaborations with academic partners, including 
those from the FCAI (Finnish Center for Artificial Intelligence) funded by the Research Council of 
Finland. Explainability in deep learning is a highly theoretical and intricate area, demanding a cautious 
and methodical approach. We are committed to taking small yet deliberate steps to embark on this 
journey, working collaboratively to unravel the inner workings of the deep learning models adopted and 
make them as transparent and interpretable as possible. Through these efforts, we aim to enhance the 
trustworthiness of our AI-driven statistical insights and pave the way for responsible and ethical 
implementation of deep learning in official statistics.  

4.5. ML Platforms  

At this crucial juncture, Statistics Finland is exploring various possibilities to optimize the whole data 
processing infrastructure (data stack) and leverage the full potential of AI. One option is to replace our 
in-house ML platform with an off-the-shelf machine learning platform, allowing us to benefit from the 
advancements and features offered by established solutions. By shifting away from in-house 
development, we could streamline our processes and reduce maintenance overheads. Additionally, in 
parallel, we are considering the integration of pre-trained models within the cloud infrastructure of a 
commercial cloud vendor. While preserving the advantages of the cloud environment, this approach 
enables us to tap into the power of AI and benefit from the pre-trained models provided by 
Microsoft/Open AI. However, as we progress towards these potential solutions, we remain mindful of 
our data's privacy and sensitivity and the general problems with pre-trained foundation models. Also, 
certain data may require on-premises solutions to ensure the utmost security and compliance with 
regulatory requirements.   

While it may not be classified as a conventional success story, Statistics Finland has shown the foresight 
and strategic positioning to harness the opportunities presented by AI in official statistics. By being in 
the right place at the right time, the organization has successfully identified and acted upon the essential 
elements needed for the effective implementation of AI. This proactive approach has allowed Statistics 
Finland to make significant strides in adopting AI technology, setting the stage for potential future 
successes in enhancing the accuracy, efficiency, and impact of official statistics through responsible AI 
practices.  

5. Potential future developments in AI and ML for official statistics   

 The advent of artificial intelligence (AI) has ushered in transformative opportunities for statistical 
institutes, promising to revolutionize various stages of the statistical process, from data collection and 
analysis to validation and dissemination. In this chapter, we delve into the exciting possibilities that AI 
holds for statistical data production, exploring potential applications, benefits, and challenges on the 
horizon.  

One promising area where AI can make a significant impact is in automating and enhancing data 
collection processes. By harnessing advanced techniques like natural language processing (NLP) and 
computer vision, AI facilitates web scraping, social media analysis, and satellite imagery processing, 
providing real-time and large-scale data streams. This empowers statistical institutes to monitor and 
respond more effectively to dynamic changes in society. These can improve existing statistics by 
providing new data sources against which they can be analysed.  

Machine learning algorithms, such as deep learning and neural networks, offer powerful tools for data 
analysis and modeling. AI-driven analytics can identify intricate patterns, correlations, and anomalies 
in large datasets, enabling statistical institutes to gain deeper insights into complex socio-economic 
phenomena and forecast trends with improved accuracy. These can lead to new statistical products to 
complement more established statistical outputs that are based on well-established frameworks.   

AI's influence extends to data validation and quality control processes, streamlining the often-time-
consuming manual validation and editing tasks. With automated anomaly detection algorithms, 
potential errors, inconsistencies, and outliers can be swiftly identified, allowing statisticians and subject 
matter experts to focus on data verification and ensuring the accuracy of statistical outputs.  
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Furthermore, AI-powered data visualization tools pave the way for real-time and interactive data 
dissemination. Dynamic visualizations, dashboards, and geospatial mapping enhance data accessibility 
and understanding for decision-makers and the public, fostering greater engagement with official 
statistics.  

In survey design and sampling methodologies, AI optimization can contribute once scientifically 
validated. AI-enabled adaptive surveys can dynamically adjust questions based on respondents' previous 
answers, ensuring personalized and relevant data collection experiences. This leads to more efficient 
and representative data collection, enhancing the quality of statistical insights.  

It is crucial to recognize that AI should not completely replace human expertise but rather complement 
it in highly specialized field such as official statistics, once the low-hanging fruit of eradicating 
repetitive tasks is achieved. Statistical institutes can adopt a human-in-the-loop approach, where AI 
collaborates harmoniously with statisticians, subject matter experts, and decision-makers. This 
collaborative synergy facilitates more robust analysis, validation, and interpretation of AI-driven 
statistical outputs.  

6. Challenges and Ethical Considerations of the use of foundation models  

 Foundation models represent a significant shift in the paradigm of AI because they introduce a new 
approach to language understanding and knowledge representation. Traditionally, AI models were 
designed with specific tasks in mind and required extensive fine-tuning to perform well on those tasks. 
However, foundation models, such as large language models like GPT models, are pre-trained on vast 
amounts of data from the internet, learning the structure of language and general knowledge in an 
unsupervised manner.  

The shift towards foundation models has democratized access to advanced AI capabilities, allowing 
developers to access state-of-the-art language understanding with minimal effort. It reduces the barriers 
to entry for AI development and accelerates the pace of innovation in natural language processing tasks.  

While leveraging pre-trained models can significantly enhance the efficiency of statistical analysis and 
insights generation, it's essential to note that pre-trained models may not fully align with the specific 
needs of official statistics. Customization options might be limited and adapting the models to the 
specific nuances of official statistical domains could become challenging.  

The lack of knowledge about the training data and process raises transparency and explainability 
concerns. Especially for statistical offices, it is crucial to ensure that the models' underlying data and 
algorithms align with ethical guidelines and produce interpretable outputs. Hosting and training models 
on external platforms raise data privacy and security considerations, particularly since official statistics 
often deal with sensitive data. Sharing such data with external providers requires robust data protection 
measures.  

Dependence on external platforms and models necessitates consideration of the long-term sustainability 
of such arrangements. It is important to assess potential risks and formulate contingency plans in case 
the platform or provider becomes unavailable or discontinues services. Delegating model training to 
external entities requires clear accountability and data governance mechanisms to ensure that the models 
adhere to official statistical standards and legal frameworks.  

Mitigating biases in the usage of foundation models is crucial for ensuring equitable and unbiased 
official statistics. Efforts to improve the interpretability and fairness of foundation models are essential. 
Investing in research and development for domain-specific pre-trained models tailored to official 
statistics can also help address some of the limitations.  

To address these challenges effectively, statistical offices should strike a balance between using pre-
trained models and maintaining control over the process. Collaborations with external providers should 
involve transparent agreements on data sharing, data privacy, and explainability. Prioritizing 
Responsible AI and MLOps principles like transparency, reproducibility, and accountability is essential 
to ensure the ethical implementation of AI in official statistics. Adopting open-source frameworks and 
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platforms allows for better scrutiny and adaptation to specific needs while ensuring adherence to best 
practices.  

   
Conclusions  

The implementation of AI in official statistics presents both exciting opportunities and critical 
challenges. The paradigm shift brought by foundation models has democratized access to advanced AI 
capabilities, accelerating innovation in natural language processing tasks and other AI applications. 
However, as we venture into this new frontier of AI, it is crucial to address the ethical implications and 
challenges that arise. Fairness, transparency, explainability, and data privacy must be prioritized to 
ensure AI-driven statistical outputs are reliable, equitable, and unbiased. The needs of official statistics 
can be more specific or differ from what the developers of AI models have in mind. It remains a 
challenge to adopt what works for official statistics and discard the rest. It is certain however, that high 
speed of development of AI will continue to shape how we work and what is expected from us.   

In the future, the responsible and ethical implementation of AI in official statistics will continue to be a 
priority. As we navigate the complexities and challenges, we must remain committed to upholding the 
highest ethical standards, fostering public trust, and contributing to evidence-based decision-making. 
By leveraging the power of AI responsibly with MLOps, we can shape a brighter and more AI-driven 
future for official statistics.  
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Abstract 
 

 In the era of digital big data, the potential for utilizing artificial intelligence (AI) to automatically 

extract meaningful insights from visual content has become increasingly evident. The manual 

processing of vast repositories of digital imagery and video data by researchers often entails an arduous 

and resource-intensive work. In Luke, researchers conduct periodic manual procedures of collecting and 

processing of digital data for monitoring the state of Finnish natural resources. These processes consist, 

for example, the identification of animal species in game data or determining the age of trees by counting 

of growth rings found in images of trees’ cross-sections. There is a growing interest towards AI-based 

solutions to enhance manual data processing by automating repetitive and monotonic tasks, thus 

increasing human resources to more demanding tasks. Multitude of various AI-solutions can currently 

be found on the market, both open-source and commercial, many of which use transfer learning based 

pretrained models. However, the usage of these solutions can impose limitations depending on the used 

platform and off-the-self AI-models, while capable, are not necessarily always suitable per se for custom 

applications. Generally, for an AI-based solution to be implemented and deployed in practice, necessary 

steps to be taken include building pipelines for data collection and annotation, training and validating 

the AI-model, and finally deploying and monitoring the model in a real-world application. Also, a 

common bottleneck in custom AI-applications is the lack of sufficient quantities of training data. 

In Luke NatureWatch cloud application (see Figure 1), we provide users easy-to-use pipelines and 

interfaces for digital image or video data upload, crowdsourcing annotation work via citizen science, 

creating and monitoring custom computer vision models and AI-generated exportable analytics reports 

for user provided data. The application’s main rationale is to increase efficiency by automating laborious 

and repetitive data processing tasks and offer a platform for continuous improvement of the underlying 

AI-models.  

 

Figure 1: Screenshot of an inference job in Luke NatureWatch application 

Keywords: natural resource monitoring, computer vision, automation, cloud computing, citizen science 
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Abstract 
 

 
There is a growing trend among statistical agencies to explore alternative data sources for producing 
more timely and more detailed statistics, while reducing costs and respondent burden.  These data 
sources may include administrative records, big data (or “found data”) such as bank transactions or 
supermarket scanner data, and non-probability surveys such as online web panels.  Coverage and 
measurement error are two issues that may be present in these types of data.  These errors may be 
corrected using available auxiliary information relating to the population of interest, such as from a 
census or a reference probability sample. 

In this paper, we discuss considerations for how a reference probability sample should be designed for 
the purpose of treating an imperfect data source.  We consider in particular the case where the imperfect 
data relate to businesses.  The multiple frame and cut-off sampling frameworks are explored in this 
context as alternatives to the usual optimal allocation for a single frame sample.  A simulation study is 
conducted to examine the performance of various estimators under these frameworks. 

Keywords: Non-probability sampling, Sample design, Multiple Frame, Cut-off Sampling 
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Abstract 
 

 
 The issue of systemic transformation is of great interest to researchers. It is a period in the history 
of Poland in which a comprehensive reconstruction of the social and economic system was carried out. 
The Polish society decided to transition from an authoritarian system and centrally controlled economy 
to a democratic system and market economy (Ratajczak, 2009). The usual assumption is that the 
systemic transformation in Poland covered the years 1990-2004 (Swadźba, 2005, p. 14; Kaliński, 2009, 
p. 9). 

However, the greatest difficulties in conducting quantitative research for the period of transition arise 
from the administrative reform in effect since January 1999, which introduced, among other things, a 
new administrative division of Poland1. The country's territory, which previously had 49 provinces, was 
divided into 16 voivodships. The only administrative units whose boundaries did not change were 
municipalities. For this reason, most studies referring to the period of transformation concern the entire 
country or are limited by the time scope of the administrative reforms in force, despite the fact that 
transformation processes do not usually proceed uniformly over the entire area of a given country 
(Narkiewicz, 1998; Mync and Komornicki, 2000; Korenik, 2003; Nowińska-Łaźniewska, 2004, chap. 
Zróżnicowanie rozwoju polskich regionów w okresie transformacji w latach 1990-2001 [Differentiation 
of the development of Polish regions in the period of transformation in 1990-2001]; Kaliński, 2009, figs 
4-20; Sowiński, 2009; Włodarczyk and Nowak, 2011). The direction and pace of the transformation 
processes are the results of a region's location, its type, the density of residence, different levels of the 
involvement of human capital and infrastructure resources, as well as cultural or historical conditions 
of individual provinces or regions (Hryniewicz, 1998; Gorzelak, 1999; Bałtowski and Miszewski, 2015, 
figs 38-40). 

While it is relatively easy to cope with the difficulties arising from inflation or methodological type of 
changes, the above-described problems arising from administrative reforms significantly limit the 
research possibilities. Of course, it is possible to use data from the Central Statistical Office and 
agglomerate the data of a given year at the level of municipalities and, on this basis, construct various 
types of time series (Stanny, 2013, chap.  Zasoby lokalne jako czynniki rowoju obszarów wiejskich w 
Polsce [Local resources as factors of rural development in Poland] pp. 213-261; Smętkowski and 
Płoszaj, 2016). However, this is extremely time-consuming and requires, each time, a detailed analysis 
of the lists of municipalities that make up each voivodeship or region under analysis.  

From this perspective, it seemed necessary to develop a quantitative tool that would provide reliable 
estimates of variables estimated for the entire transition period that is relatively quickly and easily 
obtainable. This tool would allow the transformation of available quantitative data published by the 
CSO from a system of 49 provinces into a system of 16 voivodeships. The starting point for its 
development was the area of the municipalities comprising a given voivodeship. The choice of the area 

 
1 Journal of Laws 1998 No. 96 pos. 603, https://isap.sejm.gov.pl/isap.nsf/, 26.07.2022. 
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of municipalities as the basis for the transformation by virtue of the fact that this was the same structure 
of municipalities that was preserved after the introduction of the administrative reform. Thus, the 
purpose of this paper is to present the transformation of quantitative data from the transition period at 
the voivodeship level (49 voivodships to 16 voivodships) and assess its usefulness and reliability in 
socio-economic and demographic research on the transition period.  

Keywords: Data integration, combining data from surveys and registers. 
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Abstract 
 

 
 Each company applies great efforts on finding ways to make a profit. An effective website is 
important for the company because a significant part of the target audience receives information about 
the products and services via the Internet. Company website must be constantly optimized to bring in                      
a profit. A/B testing is an experiment of showing two versions of the landing page to website visitors   
at the same time and comparing which one performs better for a given conversion aim. Our goal is to 
compute likelihood that the average income in version B is greater than the average income in version A. 
 

Keywords: Bayesian inference, landing page optimization, likelihood, probability density function. 
 

 Let us assume that Bernoulli trials with probabilities of success A , B  are conducted in groups of 

visitors in two versions of landing page. Probabilities of success A , B  are unknown random variables. 

Note that success is a purchase. Suppose ( )Ap  , ( )Bp   are the prior probability density functions for 

A , B , then 1( | ,..., )A np x x , 1( | ,..., )B mp y y  are the posterior probability density functions for A , 

B . Let us remark that sample vectors 1( ,..., )nx x x , 1( ,..., )my y y  are observed in two versions of 

landing page during the experiment.  
 In addition, suppose ( )Af  , ( )Bf   are the prior probability density functions for parameters                 

A , B . Note also that these parameters A , B  are some functions of the average size of purchase. Then 

1( | ,..., )A kf z z , 1( | ,..., )B lf w w  are the posterior probability density functions for A , B . We stress 

that sample vectors 1( ,..., ),kz z z  1( ,..., )lw w w  are observed in two versions during the experiment.  

Posterior distribution of probability of purchase in version A. Bernoulli trials with two possible 
outcomes (success is purchase, failure is no purchase) are conducted in version A. The number of 
successes (that is the number of purchases) in one trial has Bernoulli distribution with parameter A  

(probability of purchase): 

   1, 1 , 0, 1; 0 1.
xx

A A A AP x x                                              (1) 

The likelihood function is determined by: 
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where each ix is equal to 1 or 0. The prior information about probability of purchase A  is defined by 

Beta distribution with parameters 1,a   1b   (equivalently, Uniform prior distribution as is generally 
known): 
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According to Bayes’ theorem, the posterior distribution for probability of purchase A  is given by: 
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Substituting    1, , , |A n Ap p x x   in (4), we get: 
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Integrating (5) in A , we obtain: 
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Thus, we have that the posterior distribution for probability of purchase A  is Beta distribution with 

parameters ( , )a b : 
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where n  is the number of visitors and 
1

n

i
i

x

  is the number of complete purchases in version A. 

Posterior distribution of probability of purchase in version B. Bernoulli trials with two possible 
outcomes (success, failure) are conducted in version B. The number of successes (number of purchases) 
in one trial has Bernoulli distribution with parameter B  (probability of purchase): 

   1, 1 , 0, 1; 0 1.B B B B

yyP x y                                               (8) 

The likelihood function is determined by: 
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where each iy is equal to 1 or 0. The prior information about probability of purchase B  is defined by 

Beta distribution with parameters 1,c   1d   (Uniform prior distribution): 
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According to Bayes’ theorem, the posterior distribution for probability of purchase B  is given by: 
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Using (9), (10), we get: 
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Finally, we obtain: 
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This yields that the posterior distribution for probability of purchase B  is Beta distribution with 

parameters ( , )c d  
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where m  is the number of visitors and 
1

i
i

m

y

  is the number of complete purchases in version B.  

Posterior distribution of the size of purchase in version A. Now assume that the size of purchase has 
exponential distribution with parameter A  (that is reciprocal of the average size of purchase): 

 , ,  0,  0.A z
A A Ap z e z                                                        (15) 

The likelihood function is determined by: 
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The prior information about parameter A  is defined by Gamma distribution with parameters ( , )s t : 
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According to Bayes’ theorem, the posterior distribution for parameter A  is given by: 
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Substituting    1, , , |A k Af p z z   in (18), we get: 
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Integrating (19) in A , we obtain: 
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Therefore, the posterior distribution for parameter A  is Gamma distribution with parameters ( , )s t : 
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where k  is the number of purchases and 
1

k

i
i

z

  is the sum of complete purchases in version A. 

Posterior distribution of the size of purchase in version B. Suppose the size of purchase has 
exponential distribution with parameter B (that is reciprocal of the average size of purchase): 
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The likelihood function is determined by: 
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The prior information about parameter B  is defined by Gamma distribution with parameters ( , )u v : 
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According to Bayes’ theorem, the posterior distribution for parameter B  is given by: 
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Using (22), (23), we get: 
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Finally, we obtain: 
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Hence, the posterior distribution for parameter B  is Gamma distribution with parameters ( , )u v  : 
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where l  is number of purchases and 
1

l

i
i

w

  is sum of accomplished purchases in landing page B. 

Likelihood. The foregoing results allows us to describe probability of purchase  and reciprocal of    
It is clear that A  is the average number of complete purchases in one trial in version A, B  is                          

the average number of complete purchases in one trial in version B. Continuing in the same way, we 
see that 1/ A  is the average size of complete purchases in version A, 1/ B  is the average size of 

complete purchases in version B. Finally, the average income in version A is equal to /A A   and                       

the average income in version B is equal to /B B  . Likelihood that the average income in version B is 

greater than the average income in version A is defined by: 
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Likelihood can be approximated with Monte Carlo sampling. Many computer languages have proce-
dures for simulating this sampling process. 
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Abstract

We aim to effectively integrate a voluntary (non-probability) sample for the estimation of
population parameters of the Statistical survey on population by ethnicity, native language and
religion of the Lithuanian census 2021. We apply the propensity score adjustment to correct the
non-probability sample selection bias. We use a parametric model in estimating the propensity
scores (probabilities) to participate in the voluntary survey. The modeling of propensity scores
is conducted in two ways: assuming the response mechanism to be missing at random, and
assuming it to be not missing at random. The maximum likelihood based method is used
to estimate the propensity scores in both cases. We compare the obtained estimators in a
simulation study based on Lithuanian census data.

Keywords: data integration, non-probability sample, missing at random, not missing at
random, propensity score adjustment.
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Abstract 

 

 
 The aim of the nonprobsvy R package is to perform statistical inference on non-probability survey 
samples (including big data) when auxiliary information from external sources, such as probability 
samples or population totals or means, is available.  

It should be noted that there are several packages that allow correcting for selection bias in 
nonprobability samples, such as GJRM (Marra et al. 2017), NonProbEst (Rueda et al. 2020), or even 
sampling (Tillé and Matei 2021). However, these packages do not implement state-of-the-art 
approaches recently proposed in the literature: Chen et al. (2020), Yang et al. (2020), Wu (2022), nor 
do they use the survey package (Lumley 2004) for inference. 

We have implemented propensity score weighting (e.g. with calibration constraints), mass imputation 
(e.g. predictive mean matching) and doubly robust estimators that take into account minimisation of the 
asymptotic bias of the population mean estimators, variable selection or overlap between random and 
non-random samples. The package uses the functionality of the survey package when a probability 
sample is available. During the presentation, the functionality of the package and examples will be 
presented. 

The package is under development and can be found on https://github.com/ncn-foreigners/nonprobsvy/ 

Keywords: Data integration, Doubly robust estimation, Propensity score estimation. 
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Abstract

The use of open-ended questions in survey research has a very long history and the value
of open-ended questions has been rediscovered in survey research (Neuert et al., 2021);(Singer
& Couper, 2017). Open-ended questions are an important but challenging way to obtain in-
formative data in surveys. Open-ended question data usually requires extra time investment
(Fielding et al., 2013), but open-ended questions are particularly useful if researchers do not
want to constrain respondents’ answers to pre-specified selections. Open-ended questions al-
low respondents to provide diverse answers based on their experience, and some answers are
probably never thought of by researchers. (He & Schonlau, 2021.) In this paper we look at
the use of open-ended responses as part of the analysis of survey data. To accompany our
research, we have built an R package which will enable researchers to more easily analyse
open-end survey responses in Finnish. The package contributes to the growing suite of tools
available for analysing Finnish text data. Our work is part of a national infrastructure project
(https://www.dariah.fi/).

Keywords: open-ended questions.
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Abstract

Randomized controlled trials are currently considered to be the gold standard method to
evaluate the effectiveness of new drugs or medical procedures. Most trials use a fixed ran-
domization method which does not take into account the individual well-being of patients. To
conduct clinical trials with the most health benefits for patients, the collected data can be used
dynamically to reassign the groups to give more participants a chance for better care during
trials. Such an adaptive design is a great example of using the exploration-exploitation trade-off
approach. Thompson (1933) introduced the multi-armed bandit problem for this purpose.

The multi-armed bandit problem is well suited to model sequential resource allocation in
the face of uncertainty. In setups like clinical trials, the response to an action is not immedi-
ate. Thus, the multi-armed bandit policies need adaptation to delays in order to retain their
theoretical guarantees in a not strictly sequential environments.

By conducting simulations using the publicly available dataset The International Stroke
Trial (Sandercock, Niewada, Cz lonkowska, and the International Stroke Trial Collaborative
Group 2011), we show the importance of the adaptation to delayed feedback. We study the
impact on the results of experiments and provide asymptotic analysis. Thompson Sampling
policy (Bubeck & Cesa-Bianchi 2012, p. 20) with Bernoulli rewards is considered the main
baseline.

As another approach to mitigate the issue of delays, we propose to use the estimation of
the effect of treatment as the reward feedback. We assume that such evidence of response to a
drug can be collected in a relatively short-term period after the procedure and can be used to
represent a certainty of successful treatment. For that, we analyze the Upper Confidence Bound
policy (Bubeck & Cesa-Bianchi 2012, p. 11) with beta rewards. This policy has the potential
to provide lower regret results which give more patients a chance for better care. Additionally,
this policy can be corrected for Bernoulli reward or anticipated estimation error.

Keywords: multi-armed bandit, delayed feedback, Upper Confidence Bound policy.
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Abstract 
 

In complex surveys, the inclusion probability is often correlated with the response variable after 
conditioning on model covariates, leading to an informative design. Small area estimates are usually 
constructed from complex survey data. If the design is informative for the model, then procedures that 
ignore the design can suffer from important biases. The obvious fact that ignoring the design can render 
erroneous small area predictions is widely noted in the literature (Pfeffermann & Sverchkov 2007, Eideh 
2002, Verret et al. 2015, You & Rao 2002, Parker et al. 2019). Past work on small area estimation under 
informative sampling has focused heavily on linear models or on prediction of means. We propose to 
generalize existing small area procedures for an informative sample design.  
Concomitantly, response variables often have non-normal distributions and require nonlinear models. 
We develop a small area procedure that addresses both of these issues simultaneously. We develop 
small area predictors for the broad class of exponential dispersion families under an informative design. 
This class of models encompasses linear models as well as nonlinear models. We develop predictors of 
general parameters that may be nonlinear functions of the model response variable. We study the 
properties of the procedure under two models for the survey weight. We evaluate the procedures through 
simulation using a logistic mixed model. We then apply the methods to construct small area estimates 
of several functions of a wetlands indicator using data from a large-scale survey called the National 
Resources Inventory. Wetlands are crucial for maintaining ecosystem health. We estimate several 
functions of a wetlands indicator in New Jersey counties. The National Resources Inventory uses a 
complex design and the association between the weight and the response variable is significant. 
  

 Keywords: informative sampling, mean weight model, small area estimation. 
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Abstract 
 

 
The Household Finance and Consumption Survey (HFCS) is a statistical survey conducted in the 

euro area countries by collecting and compiling data on the real assets, financial assets, debt, 
income, and consumption of households. The HFCS is carried out by the European Central Bank 
and the national central banks of the European Union Member States. The HFCS is conducted 
at the national level. To obtain comparable data, the participating countries follow common 
methodological guidelines (Household Finance and Consumption Network 2019), but do not 
necessarily use identical questionnaires. 

 
The Latvian HFCS for the third time was conducted in 2020 by the Bank of Latvia, again in a close 

cooperation with the Central Statistical Bureau of Latvia (CSB). CSB ensured the collection of 
the HFCS data by two types of interview mode. In 2020, the Computer Assisted Telephone 
Interview (CATI) method was introduced in the survey.  

 
The recommended survey method by the ECB has been Computer Assisted Personal Interview 

(CAPI), because there are some questions where the interviewer evaluates the visual appearance 
of the dwelling being present on site and as well as questions where the answer is selected from 
the displayed card. However, 2020 brought changes throughout the world and changes in the 
survey. Most countries were forced to change the method of survey data collection. Thus, Latvia 
also switched to CATI. CSB already had extensive experience in conducting surveys using the 
CATI method and even established a special CATI service for this purpose. Therefore, a joint 
decision was made that for those addresses with available phone numbers, they will be surveyed 
using the CATI method. 

 
In my work, I will examine whether there have been differences between these data collection 

methods and what the differences are in specific question groups. Part of the survey consists of 
administrative data; therefore, I will focus more on those questions that were not affected by the 
editing of administrative data. 

 
These administrative data, as well as the comments and the paradata provided by interviewers at 

the conclusion of each interview, are used at the Bank of Latvia during the data editing phase to 
detect and correct possible mistakes in the survey data. Such quality checks aim to correct various 
kinds of inconsistencies, such as mistyped or erroneous answers, and it is possible to identify the 
quality differences between CAPI and CATI methods. 
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For the current survey wave, all editing has already been done. In my poster, I plan to show some 
results to demonstrate if there are any differences between these two methods for HFCS data. 

 
Keywords: CAPI, CATI, survey. 
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Abstract

Post-stratification has been widely used in survey data and performs well in real data.
Although it is implemented in different ways, some demographic variables such as gender, age,
region, and education level are usually used for post-stratification weighting. This classic setup
has been proven very effective in a variety of situations, and our aim in this work is to find
some potentially better choice of demographic variables for post-stratification.

Based on multiple public and private data sets containing more demographic variables,
we used individual-based machine learning models to predict people’s opinions. Under this
framework, the effects of different demographic variables on one person’s perspective have been
explored. Using different feature selection methods and prediction models, we found some
possible better combinations of demographic variables for the individual predictions of different
questions in the surveys, not only the ones often used before. As a result, more reasonable
options for survey design and post-stratification become possible.

We also investigated the treatment and simplification of continuous variables such as age and
income. For example, statistics on income are often noisy and we want to know how it affects the
prediction model. In practice, these variables are often divided into groups, which facilitates
the calculation of post-stratification but obscures the information for individual predictions.
Therefore, we also discussed the trade-off between the two parts, for example, the division of
age groups.

Keywords: feature selection, machine learning, survey design, continuous variables
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Abstract

Pre-harvest inventories are used to estimate the volume of timber in a forest stand before
the stand is scheduled for harvesting. In the inventory, the volume of timber is measured in
randomly selected sample plots and the accuracy of the volume estimates essentially depends
on the size and number of these plots. We consider a planning problem with two nested stages.
In the inner stage, the posterior volumes are available and the task to schedule the stands for
harvesting so that the monthly demand targets for timber can be fulfilled as closely as possible.
In the outer stage, the decision on the inventory method is made for each stand. More accurate
inventory methods lead to lower variance of the volume estimates but also cost more than less
accurate methods. Value of information (Eidsvik et al., 2015) measures the gain from the lower
variance. The problem is to assign an inventory method for each stand while making sure that
the total cost of inventories is below the given budget limit.

We formulate the problem as a two-stage Bayesian decision problem (Raiffa & Schlaiffer,
1967) where the uncertain timber volumes and their observations are modelled using probability
models. We cast the decision problem as a maximisation problem that seeks to maximise the
value of information subject to a forest inventory budget constraint. Computing the value of
information in our context is analytically intractable, since it requires the solution of an NP-
hard binary optimisation problem within a high-dimensional integral. In particular, the binary
optimisation problem is a special case of a generalised quadratic assignment problem (cf. Lee
and Ma., 2004; Hahn et al., 2008). We present a practical method that solves the problem with
an approximation to the value of information which combines Monte Carlo sampling with a
greedy, randomised method for the binary optimisation problem.

We apply the developed method with realistic data obtained from Skogforsk, The Forestry
Research Institute of Sweden. The data contain 100 forest stands for which some prior knowl-
edge on the timber volume is available . For each stand, the choice of inventory method is made
between three alternatives with different costs. We derive optimal inventory decisions for these
stands across a range of inventory budgets.

Keywords: Bayesian model, Data collection, Decision making, Forestry
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Abstract 

 

 
 In many surveys, both population-level and domain-level statistics are estimated for the target 

variables which can be continuous or discrete, and the objective is to obtain reliable estimates for each 
level. The domains may have very diverse sizes and other relevant characteristics. For this reason, it is 
important to plan stratified sampling and domain estimation carefully, so that the objective is possible 
to reach. Very small sample sizes are possible for some domains. In this situation, small area estimation, 
although its basic idea is to utilize information from other domains, does not necessarily produce high-
quality estimates for every domain. Sometimes it may be reasonable to set limits to domain-specific 
sample sizes in order to obtain even moderate estimates for the domains. The concept of optimal 
allocation for domains depends on the situation. It is a solution of an optimization problem, but all 
relevant objectives can scarcely be reached. The selected estimator of the target variable may have a 
strong impact on estimation results, and the combination of sample allocation and estimator is worth 
studying also. It is possible to develop a model- and estimator-based allocation. 

We use planned domains in our study. Our main interest is focused on estimating population and 
domain-specific proportions for a binary variable by using three model-assisted estimators based on a 
logistic regression model which use auxiliary data. We compute the domain-specific sample sizes 
according to six different allocation principles. Five of these allocations are developed by utilizing 
earlier collected proxy data and the logistic model. But we also test the performances of three other 
estimators: a direct Horvitz-Thompson estimator, a model-based EBLUP and a model-assisted GREG 
estimator. The last two estimators are based on the same regression model with random domain-specific 
effects. We use two allocations with these three estimators. The assessment of the performances of the 
estimators and allocations at the domain and population levels are based on design-based sample 
simulations. We measure the performances of the allocations and estimators with quality indicators. We 
introduce four different R-square measures to assess the suitability of the logistic models in estimation. 

The estimators based on the logistic models outperform the design-based and model-related 
regression estimators, but the performances of different logistic models are close to each other. One 
allocation can be regarded as slightly more effective than the others. The predictive power of the logistic 
models can be regarded as moderate. 

Keywords: Auxiliary and proxy data, model-assisted logistic regression, direct estimator, model-based 
and model-assisted regression estimator, performance, optimization, limitation of sample size, trade-off 
between domains and population, predictive power. 
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Figures describing results (accuracy RRMSE, CI95 coverage, and R-square 
measures) 

 

 

 

CI95 coverage rates by allocation and estimator 
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Distributions of different R-square measures in samples by allocation and logistic 
estimator 
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Abstract

Let {Xk, k ≥ 1} be a sequence of independent random variables, α = {αk, k ≥ 1} be positive
real numbers, and F be a continuous distribution function. Assume that the distributions of
random variables Xk are such that P (Xk < x) = (F (x))

αk . Such a sequence of random variables
is called Fα-scheme. Define the number of records µ(n) in the sequence {Xk} up to moment n
as follows

µ(n) =

n∑
k=1

Ik,

where I1 = 1, Ik = I(Xk > max(X1, X2, . . . , Xk−1)), k ≥ 2
An important fact of the theory of records is the statistical independence of these indicators.

It is also known that P(In = 1) =
αn
An

, where An =
n∑
k=1

αk. In some cases, it is possible to

express the almost sure asymptotic behavior of {µ(n)} in terms of the sequence {An}. For
example,

lim
n→∞

µ(n)

lnAn
→ C exists almost surely if lim

αn
An

exists,

where C is a nonrandom constant that depends on lim αn

An
(see P. Doukhan, O. I. Klesov, and

J. G. Steinebach, 2015).
Some new asymptotic results will be presented in the talk. Below is one of them.
Theorem. Let 0 < p1 < p2 < · · · < pm < 1,m ≥ 1, be all the partial limits of the sequence

αn
An

and ∆i :=

(
pi−1 + pi

2
,
pi + pi+1

2

)
, i = 1,m, where p0 := 0 and pm+1 := 1. Assume that

τi := lim
n→∞

∣∣∣∣{k ∈ N : k < n,
αk
Ak
∈ ∆i

}∣∣∣∣
n

exists for all i = 1,m.

Then:

µ(n)

ln(An)
→ −

m∑
i=1

τipi

m∑
i=1

τi ln(1− pi)
a.s.

Keywords: records, Fα-scheme, limit theorems.
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Abstract

In the Statistical survey on the structure of earnings in Lithuania, the average wages are
estimated for various domains of the population of employees working in enterprises. The survey
sample is designed to ensure sufficient accuracy of estimates in all planned estimation domains.
However, users of statistical information tend to ask for estimates in smaller unplanned domains,
where domain sample sizes are often too small to obtain reliable results when using direct
estimation methods. Therefore, we apply small area estimators based on domain-level models
that use average wages derived from administrative data as covariates. Our empirical study
shows that these estimators significantly improve the direct ones.

Keywords: small area estimation, auxiliary information, area-level model, composite esti-
mation, average wages.

64



 

 

Multiple hypothesis testing for coronavirus disease in Ukraine 
 

I. Kosareva1 and R. Yamnenko2 

 

1 Taras Shevchenko National University of Kyiv, Ukraine 
e-mail: kosarevaivanna777@knu.ua  

 
2 Taras Shevchenko National University of Kyiv, Ukraine 

e-mail: rostyslav.yamnenko@knu.ua  
 

Abstract 
 

 

In this work, we will consider the data on coronavirus disease in Ukraine by region from 

the beginning to May 2023[https://index.minfin.com.ua/ua/reference/coronavirus/ukraine/]. 

The purpose of this study is to find out if the proportion of people who got sick and recovered 

is equal to 0.5 in each region. The data is arranged in a contingency table and multiple 

hypothesis testing is planned to be used for its analysis. 

Multiple hypothesis testing is a statistical technique used to test multiple hypotheses 

simultaneously. When it comes to the analysis of contingency tables, multiple hypothesis 

testing can be used to compare the proportions of different categories across two or more 

groups. 

Multiple hypothesis testing for contingency tables is an important topic in statistics. The 

need for accurate and efficient analysis of complex data, while avoiding false positives and 

erroneous conclusions, underscores the relevance of this topic. 

The problem with testing multiple hypotheses simultaneously is that the likelihood of 

making a Type I error (rejecting a true null hypothesis) increases with the number of tests 

performed. This can lead to spurious or false positive results, which can be misleading and lead 

to incorrect conclusions. Multiple testing procedures for the contingency table are designed to 

control the overall error rate while still allowing for the detection of true signals in the data. 

In this research, we use the chi-square test to calculate the p-value. The well-known 

formula for the chi-square statistic used in the chi square test is 

𝜒𝑐
2 = ∑

(𝑂𝑖−𝐸𝑖)
2

𝐸𝑖
𝑖 ,                                                 (1) 

where 𝑂𝑖  is the observed value, 𝐸𝑖 is the expected value, “𝑖” is the “ith” position in the 

contingency table and 𝑐 is the degrees of freedom. 

The next step is to perform Monte-Carlo simulation on the data and calculate the p-value 

using the chi-squared statistic for each shuffle. As we test multiple hypotheses false positive 

rate has to be controlled with the false discovery rate(FDR) method.  

 After all these procedures we expect to obtain a lower p-value and get the output of the 

test about the proportion of people who were infected and recovered. 

Keywords: multiple hypothesis testing, contingence table, Monte-Carlo simulation, chi-square test, 

coronavirus disease in Ukraine. 
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Abstract 

 

 
 Item count techniques (ICTs) are established and widely applicable methods for surveys with 
sensitive questions. Estimation of the unconditional probability of possessing the sensitive attribute, i.e. 
estimation of the sensitive proportion is of main importance. Due to the fact that some control variable 
(or variables) is used in all item count models the problem of the precision and efficiency of the 
estimation is especially important. Although in social science practice moment-based estimators are 
widely used, in the modern methodology of the item count techniques the problem is treated as a 
problem of incomplete data and therefore ML estimators via either EM or Newton-Raphson algorithm 
are employed. But the use of a parameter approach to item count methods introduces new problems 
regarding control variable modelling. To our best knowledge the problem of robustness of various item 
count models concerning violation of the control variable distribution assumptions has not been studied 
so far. In the paper we analyze different estimation approaches in various item count techniques, 
including Poisson and negative binomial ICTs and ICTs with a continuous control variable by taking 
into account violation of the control variable distribution assumptions. We conduct a comprehensive 
Monte Carlo simulation study and address the consequences of violations of the theoretical assumptions. 

Keywords: surveys with sensitive questions, item count techniques, EM algorithm, robustness. 
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Abstract

Over the past three years, distance education has become one of the primary formats of education
for Ukrainian students, initially due to the COVID-19 pandemic and currently because of ongoing
Russian missile strikes on civilian targets in Ukraine. It is highly likely that distance education will
remain the only viable option for  a  considerable  period of  time.  Therefore,  creating  high-quality
content to test students' knowledge under these conditions has become an exceedingly critical task.

A team of instructors at National Technical University of Ukraine “Igor Sikorsky Kyiv Polytechnic
Institute” are currently working on mathematics tests design in the two main areas:

A. Test item design. To facilitate this process, we employ Wolfram Mathematica as a practical tool
that allows us to perform problems' solutions verification, designing numerical problems with integer
answers, modeling high-quality distractors for multiple-choice questions, creating images for problem
illustration, and identifying problems that are likely to be solved by students using online resources.

B. Statistical analysis of test quality. The quality of the designed tests is analyzed by testing them on
a control group of students, with the aim of improving the tests by removing or reformulating items
that are either too easy or too difficult.

Classical  Test  Theory  (CTT)  and  Item Response  Theory  (IRT),  Crocker  (2006)  are  the  primary
conventional  tools  used for  this  purpose.  However,  we apply a more  advanced  framework  called
Multidimensional Item Response Theory (MIRT), Reckase (2009). This framework permits a more
nuanced differentiation of the individual characteristics and abilities of examinees. A key challenge
when applying MIRT is to select an appropriate model for analysis, particularly when it comes to
choosing the model's dimensionality. The model selection methodology we employ is as follows:

1) Exploratory Factor Analysis (EFA). We conduct EFA to initially select the model's dimensionality
based on Auerswald (2019) approach. At this stage, we use methods like Parallel Analysis, Empirical
Kaiser Criterion, etc. to determine the number of competencies being tested as well as the number of
latent numerical parameters that characterize a student.

2) Estimation of model parameters. For both compensatory and non-compensatory MIRT models, we
utilize  Confirmatory  Factor  Analysis  (CFA),  Chalmers  (2012)  approach  for  model  parameters
estimation employing EM or NH-RM algorithms.

3) Assessing model adequacy. Since different EFA algorithms can yield different dimensionalities, the
most adequate model is selected based on the following criteria: M2, RMSEA, TLI, CFI.

We chose the R programming language for statistical analysis of test quality.
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Abstract 
 

 
The self-organizing map (SOM) algorithm is implemented to analyze the survey data obtained from 
the faculty well-being project conducted in spring 2022 at the Faculty of Social Sciences in the 
University of Helsinki. The self-organizing map is an unsupervised neural network and data analysis 
method that enables dimensionality reduction, exploration of variable variation and dependencies and 
visualization of similarity relations (Kohonen, 2001). With its strong clustering capabilities and 
visualization potential, the self-organizing map can be effectively applied to the analysis of survey 
data, particularly data collected through questionnaires.  

The survey conducted as part of the faculty well-being project comprised three question groups. The 
first group focused on gathering background information, while the second group consisted of closed 
Likert-scale questions aimed at capturing individuals' subjective experiences of well-being within the 
faculty. Lastly, the survey included open-ended text questions that explored various topics, including 
social interaction, the role of the faculty in promoting well-being, maintaining equality, and other 
related subjects (Laine et al., 2022). Closed background and Likert-scale questions were chosen to be 
analyzed with the SOM method.  

The utilization of the self-organizing map algorithm for the analysis of closed questions facilitated the 
identification of seven profiles (clusters) among survey participants. These profiles were obtained 
based on the varying experiences concerning well-being and the accompanying background 
information, including gender, position within the faculty and proficiency in the Finnish language. 
The implementation of the SOM method can be described as an experimental undertaking that 
typically involves several key steps. These steps include the identification of the optimal set of 
parameters for the SOM training, the selection of an appropriate approach for encoding variables, and 
the handling of missing values within the dataset. 

Keywords: self-organizing map, survey data, clustering, well-being. 
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Abstract 
  

 In practice, researchers still focus mainly on reducing survey non-response through data collection, 
thus sometimes sacrificing representative response. To achieve representativeness, balancing of 
response levels across different groups of respondents has major importance. If the sample is not 
representative, the estimates of the variables of interest may deviate significantly from the population 
values, even those having high response rates. To address this issue, Schouten, Cobben, and Bethlehem 
(2009) introduced Representativeness Indicators (R-indicators). Representativeness is measured by 
degree of difference between respondents and non-respondents based on response propensities. Logistic 
regression model is a typical tool used to estimate response propensities. Consequently, R-indicators 
used in adaptive data collection to ensure representativeness of a sample can additionally help in non-
response adjustment through weighting procedures aimed at reducing non-response bias by considering 
individual response propensities.  

 This study was conducted at the Central Statistical Bureau of Latvia and is focused on analyzing 
data from the Adult Education Survey 2022 (AES). The AES is aimed at gathering internationally 
comparable data on adult participation in lifelong learning activities – formal education, non-formal 
education and training, and informal learning. During AES data collection, an adaptive survey design 
(ASD) was implemented to improve response rates among underrepresented groups. The collected 
response datasets were fixed on assigned dates – before and after the adaptive design was implemented,  
assuming the fieldwork was over. It allows us to review possible results and examinate changes in R-
indicators and partial R-indicators as well as changes in estimators used for target variables. We will 
assess ASD effectiveness by estimating accuracy of variable estimates and considering details of the 
weighting procedures at different stages of data collection. Target variables were estimated by using 
multiple weights with non-response correction, including homogeneity groups correction and 
calculations dependents on individual response propensities. The results were compared based on 
calculation of the variable of interest and precision estimates. The research was aimed at analyzing 
effects of adaptive design, testing different weighting schemes, evaluation of estimate quality and results 
produced. The goal of the study is to improve weighting and data collection process in the AES. 
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Abstract

This presentation establishes the Bahadur representation of sample quantiles in general
unequal probability sampling designs.

The Bahadur representation, proposed by and named after Bahadur(1966), is a useful lin-
ear representation of quantiles that has been extended to M -estimators and time-series data.
Moreover, in a sample survey framework, the Bahadur representation of quantiles plays an im-
portant role. Francisco and Francisco and Fuller(1991) and Shao(1994) developed the Bahadur
representation for stratified cluster sampling and stratified multistage sampling, respectively.
However, it has been considered difficult to develop Bahadur representations in the general
sampling framework. In fact, Wu and Thompson(2020), citing Chen and Wu(2002), state that
“With complex survey data, however, Bahadur representations are difficult to establish even
under very restrictive regularity conditions.”

In this presentation, we establish the Bahadur representation of sample quantiles in general
unequal probability sampling designs under the fairly general and mild conditions similar to
Boistard et al.(2017).

Consider a sequence of finite population UN , of size N = 1, 2, . . .. With each population, we
associate a set of indices UN = {1, 2, . . . , N}. Furthermore, for each index i ∈ UN , we have a
number xi ∈ R which is the values of the variable of interest. For all N = 1, 2, . . ., let a sequence
of sample SN = {s : s ⊂ UN} be the collection of subsets of UN . We define the sample size
n = n(N) for the sample SN as the cardinal number of SN . Moreover, we define the first-order
inclusion probability πi of the unit i as πi = P (i ∈ s).

Define FN and Fn be the population distribution function and the Hájek estimator for FN ,
respectively,

FN (x) =
1

N

N∑
i=1

I(xi ≤ x) and Fn(x) =

∑
i∈s I(xi ≤ x)/πi∑

i∈s 1/πi
, (1)

where I(A) is the indicator function defined by 1 if A is true and 0 otherwise.
Under some regularity conditions, we establish the Bahadur representation of sample quan-

tiles:

θ̂n = θN +
p− Fn(θN )

fN (θN )
+ op(n−1/2), (2)

where θ̂n = inf{x : Fn(x) ≥ p} are the p-th sample quantiles and θN = inf{x : FN (x) ≥ p} are
the p-th population quantiles.

Keywords: Bahadur representation; Quantiles; Finite population; Survey Sampling.
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Abstract

For three years,  humanity has been living under the influence of the Covid-19 pandemic.
Now, in  addition to  the  problems related  to  the  Covid-19 pandemic,  our state  has  faced  another
extraordinary hard challenge the decision by President Vladimir Putin and all of Russia to launched a
full-scale re-invasion of Ukraine a year and a half ago. It has tragically been changing of the lives of
children and young people in Ukraine. Everyone knows that last year, starting from October, Russia
has been targeting Ukraine's energy infrastructure with missiles and drones. Since October 10, 30% of
Ukraine's  power  stations  have  been  destroyed,  causing  massive  blackouts  across  the  country.
Therefore, students had to search connection to the Internet in "points of unbreakability (Invincibility
points).

The goal of the work is to discuss the peculiarities of the university educational process in
the conditions of war. Peculiarities and problems of teaching higher mathematics are considered in the
example  of  our  own  experience  in  the  under-bombing  period  in  Ukraine  and  causing  massive
blackouts across the country. To consider the results of tests provided for medical engineering faculty
NTUU "KPI" students about investigating the level of stress caused by a power outage affects. Find
out the ability and problems of students to continue their studies under this kind of stress

Content and methods. Last three years distance education was continued as the main form
of education, but in October 2022 it was interrupted. The teachers and students had significant tests in
the use of distance education when there was a power outage. We want to investigate the level of
stress caused by a power outage affects. Find out the ability and problems of students to continue their
studies under this kind of stress

From the middle of October we began to observe a decline in the learning results of our
students. We had seen their passivity in online classes or great anxiety and worry in behavior, they
handed in their papers with great delays. They had written in personal messages that they cannot do
tasks by the deadline and do not understand the material. Also, they are unable to perform practical
and control tasks because they do not have access to the Internet and the electricity is turned off in
their region. Because of this, we have conducted a questionnaire in order to identify the needs and
problems  of  students  during  the  power  outage  period.  We  meant  had  the  goal  of  finding  and
implementing available forms of presentation and control of educational information.

As the results of the survey showed, among the interviewed students of NTUU "KPI" 20.6%
were forced to go abroad. Almost 80% remained in Ukraine and had to continue their studies in the
difficult  conditions of  the war.  64.8% of respondents  admitted that  the events  related to Russia's
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Fig.2. Results of answers to questions:

Left: How stressful was it for you to lose contact during your studies?

Right: How much did the stress of the sudden blackout affect your ability to concentrate on your studies?

military  invasion  of  Ukraine  became  a  significant  stressful  experience  for  them.  For  27.3%  of
students, the war had a significant impact on their further education plans; 65.6% of the surveyed
respondents  noted  that  in  connection  with  the  Russian  invasion,  the  educational  process  became
"very" and "tangibly" stressful for them. Almost 60% of students felt negative emotions (fear, anger);
25% experienced problems in experiencing positive emotions (joy and love); 33% of students began
to  feel  strong  physical  reactions,  such  as  heart  palpitations,  difficulty  breathing,  sweating  at  the
mention of the Russian invasion. 78% of students were stressed even if the power outage occurred on
schedule; more than 75% of respondents had obsessive thoughts that the lights would switch off, and
they wouldn't  have  time to complete  their  homework  or  test,  or  wouldn't  have  time to send  the
assignment to the teacher for review by the deadline.  The lack of mobile and Internet  connection
became a tangible stress for 68% of surveyed students. The test results are shown in Fig. 1 and Fig. 2.

The remote form in the pre-war period allowed testing students of technical specialties on the
Moodle platform, but it became unusable during a blackout. Therefore, we began to use Google Forms

Fig.1. Results of answers to questions:

Left: Have  you  had  strong  physical  reactions  (palpitations,  difficulty  breathing,  sweating)  when
something reminds you of the events of the Russian invasion?

Right: During the Russian invasion, did you experience problems in experiencing positive emotions
(for example, inability to feel joy or love)?
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more actively (95% of students were inclined to this form of monitoring the learning of the lesson
tasks, compared to the Moodle platform). The Google form developed by the teacher can be opened at
any time and, by personal agreement between the teacher and students, executed several times. This
adds flexibility to the system of self-monitoring of the level of knowledge both for the student himself
and for control by the teacher while maintaining the objectivity of the assessment. Google Forms has
proven  to  be  extremely  effective  when  combining  theoretical  questions  with  practical  ones.  In
addition, the advantage of a Google form compiled in this way is that it can be given to students
several times if the result obtained was low. Repeated tasks contribute to a better understanding of the
content because students are forced to review the educational material more carefully and not much
stress on the student.

Also, we have been videotaping the all lessons (and continue doing) and using the YouTube
network and the Telegrams channel to contact students.

In conclusion, we can say that the system of higher education should be based on the study of
the state, conditions, and development of the main indicators of the field of education, the application
of statistical methods allows solving this problem. The training of specialists in Ukraine must be based
on a systematic approach, which is why the organization of the process of managing the training of
specialists must take into account all the conditions and factors that shape this process. Therefore, to
study the state and development of the higher education system in Ukraine, it is suggested to use such
statistical methods as distribution analysis, expert evaluations, and factor analysis.

Since the results of student testing have shown a high level of stress, we will continue the
research in more detail and adapt conclusions to the educational process in the future.
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Abstract

Mental health disorders are a major public health concern globally, and according to the
World Health Organization (WHO) in 2019 one in every eight people in the world suffers
from a certain mental problem. Mental health disorders are widespread throughout various
demographic groups in Europe, although there are noticeable variations. Our work aims to
explore the occurrence and patterns of mental health disorders, with a particular focus on
demographic factors such as gender and region.

With this objective, we conducted a systematic review of the existing literature and analyzed
data over the period of 1990-2019 from the Global Burden of Disease (2019). The data included
measures of mental health disorders and demographic variables such as location, sex, age,
etc. It is revealed that mental health disorders are prevalent across all demographic groups,
highlighting that mental health is an issue that impacts everyone regardless of their background.

However, our analysis also showed that there are some notable differences in the rate of
mental health disorders across different demographic groups. For example, women had a higher
prevalence of depression and anxiety compared to men. This is consistent with previous research
that has found that women are more likely to experience mental health disorders than men.
Furthermore, people in Western Europe had a higher rate of anxiety than Central or Eastern
Europe, indicating that there may be regional differences in the prevalence of mental health
disorders.

Our study highlights the need of targeted interventions to address the significant burden of
mental health disorders. Given the variations in their prevalence across different demographic
groups, the interventions need to be tailored to the specific needs of each group. For example,
actions that address the higher prevalence of depression and anxiety among women could include
targeted counseling and support services. Similarly, measures that address the higher prevalence
of anxiety in Western region could focus on reducing stress and improving access to mental
health services in those regions.

Keywords: Demography, Mental Health Disorders, Machine Learning.
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Figure 1: Prevalence of Mental Health Disorders per Region and per Sex.

78



The 6th Baltic-Nordic Conference on Survey Statistics
Helsinki, August 2023

Estimating Proportions from Integrated Probability and
Non-Probability Samples

V. Nekrašaitė-Liegė1,2, A. Čiginas1,3 and D. Krapavickaitė4
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Abstract

The estimation of finite population parameters by combining data from probability and non-
probability samples is a prevalent research topic in survey sampling today. Various scenarios
for data availability have been investigated in the literature. In some cases, the study variable
is observed only in a non-probability sample and there is no possibility to combine samples at
the unit level (Chen et al., 2020 and Yang et al., 2020). In other cases, both samples can be
combined at the unit level and the study variable is observed either in non-probability sample
(Kim and Haziza, 2014 and Kim and Wang, 2018) or both (Tam and Kim, 2018).

In this study, we focus on the situation where the study variable is available in both sam-
ples, and we aim to estimate the proportion using post-stratification and composite estimation
methods.

We pay attention to the assessment of the variance for the estimator, taking into account not
only the randomness of the probability sample but also the randomness of the non-probability
sample. The influence of the non-probability sampling on the variance estimator is evaluated
with respect to the distribution of estimated propensity scores.

Keywords: non-probability sample, post-stratification, propensity score, composite esti-
mator.
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Abstract

Queueing theory gives suitable tools for studying special systems that model repeated exe-
cution of the same type of tasks that appear in many fields of production, household services,
economy, finance, etc. Therefore such models are widely used for designing different types of
stochastic objects. One of the goals of queueing theory is to calculate performance measures
of the systems, in particular queue length, number of customers in the system, probability of
refusals caused by a mismatch between the demand for a service and the capacity to satisfy the
demand.

The healthcare industry around the world suffers from queuing refusals. Most commonly,
this is a problem of estimating the level of service provided to patients, the cost of the medical
service, the average waiting time, the number of patients in the queue, the capacity used and
the probability that a patient needs to wait, or the probability of a patient being turned away
when all service servers are occupied in the case of a non-queuing system. Hospitals should
constantly improve their work, because poor planning and a faulty logistics system lead to
excessively long stays.

Our work examines an intensive care unit, where certain urgent mechanical or pharmaco-
logical support is required. We consider an intensive care unit as a queueing system without
waiting places (without a queue), where beds are model servers and patients are customers.
The flow of customers, that is a flow of emergency patients, is supposed to be a Poisson one,
such flows naturally appear in our case (patients arrive independently, usually one at a time,
with stable intensity during a day). The rate of patient arrivals assumed to be constant. The
time spent in the intensive care unit is determined by an exponential distribution.

By modelling the unit as a queueing system, we aim to study and evaluate the performance
measures of the system such as the probability of patient rejection, the optimal number of beds
in the unit, the rate of the arrival of patients per day, and the average time of patient service. We
estimate parameters of the system based on the data for emergency unit in Oleksandriv Hospital
of Kyiv. Having the parameters, we obtain the probability of refusal. Different optimization
problems for the cost of the system service can be formulated and solved in order to find a
balance between the average workload and the probability of failure.

Queuing and failure analysis can significantly improve medical productivity, patient satis-
faction, and cost-effectiveness of health care. This determines the relevance of the study of
the efficiency of the Oleksandriv Hospital and its comparison with the average Kyiv indicators.
One of the purposes of the work is to identify the impact on the efficiency of intensive care
units in Kyiv under changing the basic model parameters such as the number of beds, service
time, and the arriving rate of patients.

Keywords: queuing model, failure probability, emergency department.
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Abstract 
 

 
 National Forest Inventories (NFIs) provide estimates of parameters related to the state and change 
of forest resources within a country. In addition to national and regional estimates, information is 
increasingly being demanded also for smaller areas and domains. In the Swiss NFI, the estimates are 
based on the measurements of permanent field plots placed on a rectangular grid over the country. In 
small areas, however, the current design-based post-stratified estimators are imprecise or impossible 
to apply due to the insufficient number of field plots. With reasonable auxiliary data available (that 
covary with target variable data and cover the entire country on a denser grid than target variable 
data), estimates for small areas can be obtained with design-based model-assisted estimators, which 
exploit auxiliary data via models between target variables and auxiliary variables.  
 We employed the model-assisted estimators introduced by Mandallaz (2008, 2013) for two-phase 
sampling of continuous populations in order to estimate the forest area and growing-stock volume in 
the Swiss municipalities (n = 2932), forest districts (n = 101) and cantons (n = 25). The first-phase 
auxiliary data on a 100 m × 100 m grid came from several sources (vegetation height model derived 
from digital aerial images; Copernicus satellite image products; digital elevation model based on a 
LiDAR campaign) and comprised several dozen variables (with transformations and interactions 
included, altogether 80–120 potential explanatory variables). The second-phase target variable data on 
a √2 km × √2 km sub-grid were obtained from the field plot measurements of the 4th Swiss NFI. For 
forest area estimation, we used a common external logistic model in all the small areas. For volume 
estimation, we built internal linear models individually for each small area (i) by fitting a model of a 
common pre-determined form (established in a separate pre-study), and (ii) by building a linear model 
in an automated procedure, where the explanatory variables included in the model were selected with 
lasso. Individual model-building data for each small area consisted of a fixed number of field plots 
(fulfilling certain quality criteria) closest to the area centroid and were obtained by adding plots from 
outside the area; the required number of plots varied according to the type of the area (municipality < 
forest district < canton). 
 The resulting model-assisted estimates were compared to the standard Swiss NFI post-stratified 
estimates in forest districts and cantons (where such estimates could be computed). The model-
assisted point estimates were found to be close to the NFI estimates and generally more precise than 
the NFI estimates. Consequently, the model-assisted estimates in municipalities (for which no NFI 
reference estimates exist) can be considered fairly plausible. The models constructed with the 
automated procedure generally resulted in more precise estimates than the models of the pre-
determined form. Further work is needed, however, to study the effect of the model-building settings 
(size and quality of model-building data, transformations and interactions of auxiliary variables, 
elastic net instead of just lasso for variable selection) on estimation precision. In conclusion, design-
based model-assisted small-area estimation with automated model building could be developed into an 
operational system, to which new target parameters and updated auxiliary data sets can easily be 
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added, as no prior modelling effort is needed. Model-assisted estimation also exhibits a clear potential 
for improving precision even in areas and domains where standard estimators can be applied. 

 
Keywords: continuous population, design-based estimation, difference estimator, lasso, regression 

estimator. 
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Abstract 
 

 
 Recent data and data file availability for research in education make the research process available 
deeper and wider using data from EU-SILC surveys, from Labour Force Surveys and other data 
available in Official Statistics portal which are representative with ell described meta data and surveys 
they very useful, but often there are needed data which are available only using additional surveys, 
expert surveys and other sources there huge work and contribution by researchers is needed. For 
additional organized surveys and expert surveys for survey questionnaire preparation, pilot surveys, 
survey organization and  data collection theoretical findings are on great importance where classical 
findings (Sarndal, 2022) and recent findings in the field (Valente, Salavisa, Lagoa, 2016) have to be 
taken into account. 

    Aim of the research: find best possible scientific and practical suggestions for survey 
organization and expert survey organization for data collection for education management research. 

 Research methods applied: scientific publications and previous conducted research analysis and 
practical findings evaluations for obtaining as good as possible data for research.  

 Research results indicated that the experience on international institutions (for example, 
EUROSTAT, OECD, etc.) experience and publications are very good examples for practical survey 
development in education management research    

    

Keywords: research in education management; questionnaire design; pilot survey; survey 
organisation. 
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Abstract

With multiple data sources, it is possible to address estimation problems that would other-
wise remain unsolvable. The inherent differences between populations or the sampling methods
provide a major challenge for data-fusion. We demonstrate how causal modeling and Bayesian
estimation can overcome these challenges in a business scenario.

The pricing of products and services is one of the most important decisions that almost every
company faces. Our scenario is motivated by a real business case and focuses on the pricing
of a subscription-based service, such as video or music streaming, an audiobook service, or a
digital newspaper. The subscription is automatically renewed every month unless canceled by
the consumer. In price optimization (Phillips, 2021), a company has to estimate the impact of
a price change on the behavior of both current customers and potential new customers. Thus,
price optimization is essentially a causal problem.

The data sources for the price optimization scenario are the following:

Population statistics are available from Statistics Finland and provide information on the
joint distribution of age, gender, and location in the target population.

Conjoint data originates from a study where the price is varied and a group of customers is
asked to make imaginary purchases in an artificial setup (Rao, 2014).

Purchase history contains customer-level data on the subscription periods and is collected
by the company as a part of daily operations.

The proposed approach (Valkonen et al. 2023) consists of four steps: 1) The causal relations
of the purchase process are described in the form of a directed acyclic graph (DAG). 2) The
causal effect of the price on purchases is identified from the data sources presented in a symbolic
form (Tikka et al., 2021). 3) A hierarchical Bayesian model is fitted to estimate the causal effect
based on the obtained identifying functionals. 4) The posterior distribution of the optimal price
is found by maximizing the expected gross profit defined as a function of the price and the
purchase probabilities estimated in step 3. The approach is demonstrated with simulated data
resembling the features of real-world data.

Keywords: Bayesian model, Causal inference, Data-fusion, Demand estimation, Trans-
portability
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Abstract 
 

 

 Key ecosystem services ultimately depend on biodiversity (Cardinale et al., 2012). There is 

comprehensive qualitative evidence of a global biodiversity change (e.g., Cardinale et al. 2012; Chase 

et al. 2020), which has catalysed a general demand for biodiversity preserving policies and management 

(MEA, 2005, UN, 2021). Yet, without reliable quantitative information on biodiversity patterns and 

trends, rational biodiversity management is logically impossible. What we do not know and do not 

measure, we cannot effectively manage, either. To be directly applicable, such information should be 

generated at a high spatiotemporal resolution, thus matching that of other national assets, such as 

infrastructure, land use, and industry (Dasgupta, 2021).  

 Despite the obvious information need, for most taxonomic groups, and for biodiversity as a whole, 

we still lack critically validated methods for producing such information, and for validating the 

uncertainties associated with it. In most countries, long-term biodiversity monitoring programs have 

been initiated for different reasons, are currently implemented by multiple actors, and remain focused 

on a few selected taxonomic groups (for example, birds, butterflies and game species, each monitored 

using a separate design). Individual programs lack coordination both within and between countries, and 

taxon-specific assessments are rarely combined into holistic analyses of the general state of biodiversity 

(Roslin & Laine, 2022). The current situation is a major obstacle to achieving sustainable development.  

 In this talk, we will present an overview of the state of Finnish nature monitoring programs and 

analyse their usefulness for biodiversity monitoring. Our results highlight that most of the monitoring 

programs do not provide statistically representative data on Finnish biodiversity – implying that 

classical design-based estimates are inadequate for analysing these data. As an alternative, we will 

consider modern model-based approaches and show how they can alleviate the challenge, and what are 

their current limits (e.g., Foster et al., 2021). Furthermore, we will show, how ecological processes 

themselves might cause bias to population and biodiversity estimates even when statistically perfect 

sampling design is applied. Changes in habitat availability often change species behavior so that design-

based methods give biased estimates for population change (Numminen et al., 2023).  

 To tackle the modern challenges posed by the biodiversity change, we need holistic planning for 

future biodiversity monitoring programs. We will present preliminary results from our on-going work, 

where we analyze, how future monitoring programs should be arranged in Finland to achieve good cost-

efficiency. Our approach is based on Bayesian approach where we calculate the expected utility of 

alternative monitoring design (Liu & Vanhatalo, 2020). 

  

Keywords: biodiversity monitoring, ecology, species distribution modeling, monitoring design. 
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Abstract

Impact of outliers in loss reserving is a very serious problem in insurance business. An
insurance company needs to estimate a reserve as accurately as possible to be able to meet its
future obligations arising from incurred but not reported claims. This task is often impaired
by outlier-contaminated datasets. Outliers in insurance typically are not data errors but large
financial claims that are an important pricing component.

Common reserving techniques include deterministic chain-ladder method, stochastic chain-
ladder method, Mack’s model, Bornhuetter-Ferguson technique. They are applied on data at
a certain level of aggregation, often presented in triangles. The chain-ladder method is the
most popular one. The outstanding claims reserve can be obtained as a result of applying the
chain-ladder method for the development triangle of a univariate business line or a multivariate
chain-ladder method for several development triangles of a company with multiple business
lines. But the chain-ladder method is very sensitive towards outliers, and reserve estimates can
be significantly shifted in the presence of even one outlier. Widely used methods to eliminate
outliers are either limiting the number of outliers by robust statistical methods or by change of
development factors. But these methods have several disadvantages.

We shall discuss detection of outliers in datasets, the impact of outliers on reserve estimates,
and alternative robust techniques to treat outliers, suggested in resent studies.

Keywords: chain-ladder method, loss reserving, outliers, robust estimation.
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Abstract 
 

 
 Previous quantitative research on morality often uses data from European Values Study (EVS), as 
this longitudinal survey have a scale on morally debatable behaviors (MDBS). This work investigates 
the differences in moral values across 28 European countries, using data from the Morally Debatable 
Behaviors Scale (MDBS) in the European Values Study (EVS). The MDBS measures moral values by 
asking for justifications for different actions and events, from claiming social benefits to homosexuality 
and suicide. Results of multi-group confirmatory factor analysis followed by validity tests prove that 
the MDBS successfully measures the leniency of moral judgments. However, for a deeper 
understanding, the basis for intergroup analysis in the case of personal-sexual morality may be not 
countries but other cultural clusters. This paper explores alternative groupings that may explain 
differences in personal-sexual moral values and similarities between countries, such as religious 
constructs (based on denominations) and cultural zones (based on historical context, both religious and 
political). The preliminary findings of this paper support the results of previous research, arguing that 
while the legal-fair dimension is universal, the personal-sexual dimension depends on cultural context. 
It is demonstrated how researchers can use the MDBS to analyze and visualize value differences across 
Europe, drawing on insights from survey methodology and comparative social research.  

Keywords: Comparative research, Values and Attitudes Measurement, Morally Debatable Behaviors 
Scale, European Values Study, Longitudinal and panel surveys, Questionnaire design and testing. 
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Abstract 

 

 
 The responsive adaptive survey design (ASD), utilizing R-indicators as measures of 
representativeness, is tested in Central statistical bureau of Latvia (CSB) as a flexible approach for 
organizing social surveys. R-indicators help to identify potential bias by measuring the degree of 
difference between responding and non-responding sample groups. Based on the monitoring and 
analyses of the R-indicators, active interventions are implemented during data collection process to 
increase the chances of obtaining a representative set of final response unit, thereby reducing variance 
in the weights of the final survey data. 

Using the notation and definition of response propensities as set out in Schouten, Cobben and Bethlehem 
(2009) and Shlomo, Skinner and Schouten (2012), denote U the set of units in the population 

,..,i,..N,U= 21 and s the set of units in the sample ,..,i,..n,s= 21 . Denote a response indicator variable iR  

which takes the value 1 if unit i in the population responds and the value 0 otherwise. The response 
propensity is defined as the conditional expectation of iR  given the vector of values ix of the vector X

of auxiliary variables: 
)|X=x=) =P(R|X=x=)=E(R (xρ iiiiix 11     (1) 

and also denote this response propensity by x  . 

Define the R-indicator as:  
)2S(-1=)( xx R                                                          (2) 

Estimation of the response propensity is based on logistic regression model and estimator of the 
variance of the response propensities: 
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. Thereby, estimation of the R-indicator )(S2-1=)( xx


R . 

As in variance analysis, R-indicator has the same characteristics and could be split into 
unconditional partial indicators, which measures the distance to representative response for single 
auxiliary variables and are based on the between variance given a stratification with categories of Z
and conditional partial R-indicators measure the remaining variance due to variable Z  within sub-
groups formed by all other remaining variables as in Schouten, Shlomo and Skinner (2011). 

 
Survey responsive data collection design concept was piloted in CSB on three person surveys all of 
them was conducted by using systematic stratified simple random sample: 

 Objective of the survey “Mobility of Latvian population in 2021” (MOBS) is to find out the 
mobility habits of the population. 8 978 persons aged 15 to 84 years living in private 
households in Latvia selected into sample, the response rate in the survey accounted for 60.4 %. 
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The survey took place at time when the spread of COVID-19 had particularly intensified and 
stricter restrictions were introduced in Latvia in order to reduce this spread. 

 First “Survey on Gender-Based Violence” (SGBV) 2021 is aimed at collecting information on 
prevalence of various types of violence in Latvia based on common methodology developed 
by the Eurostat. SGBV covers personal safety and experience with unwanted behaviour at 
work, in society, partnership, family, and childhood. The target population of the survey covers 
people aged 18–74 living in private households in Latvia. Within the framework of the survey, 
6 300 people were interviewed. The survey was conducted during rapid spread of COVID-19 
and strict restrictions imposed to fight it.  

 Adult Education Survey (AES) 2022 is aimed at acquiring internationally comparable data on 
adult participation in lifelong learning activities – formal education, non-formal education and 
training, informal learning. The questions covered participation in education activities within 
the last 12 months. Target population of the survey starting from 2022 cover people aged 18–
69 living in private households - 8764 usually residents of Latvia. Answers to the questionnaire 
questions developed by the CSB were given by 5 492 persons. 

The focus of the ASD approach was set on ensuring the quality of fieldwork, with a particular emphasis 
on the representativeness of sample’s response unit set. Several steps were taken during fieldwork to 
achieve the goal. At the first part of the data collection, R-indicators were used for monitor needs, 
afterward the groups of imbalance were identified and resources of interviewers were redirected to data 
collection of those groups.  

Response propensity model was developed for each monitoring date during data collection period. The 
response propensities were estimated a generalized linear model (GLM), a generalization of the classical 
linear model, with the binomial family logistic-regression model (logistic link function). The set of 
auxiliary variables were built from social-demographic variables and paradata. Various approaches 
were used for variable selection, including correlation analysis, evaluation of the amount of available 
data, level of explanation of the propensity to respond. Individual final set was evaluated for each 
survey. Selection of the final model specification was evaluated by the automatic stepAIC procedure 
from the MASS package (Venables, W. N. & Ripley, B. D. 2002), thus iteratively were reviewed all 
possible models from the initially passed parameters and left only those variables where the AIC criteria 
was the smallest.  

There were no pre-defined methods for ASD, CSB usually uses multi-mode research method, but the 
impact of COVID-19 was still significant in 2021. The cancellation of face-to-face interviews led to 
shift to CATI in 2020. It the situation of a defined fieldwork period, a limited resources as number of 
interviewers were available, at least one contact for every sample unit were allowed. All resources were 
planned to be redirected to imbalanced groups. 

An important implication of the study was individuality of the survey aim and scope, its influence on 
the results of the tests. Although more active intervention was made in MOBS, the representativeness 
of the response set increased in both (MOBS and SGBV) at the end of data collection period. In 
association with assessed results, possible assumption is the survey aim and type of questions affects 
representativity - MOBS questionnaire is about habits in specific period, while SGBV survey questions 
is more about whole life experience. 

One of the aims of data processing was to assess variance, and the analysis showed better results in 
MOBS than SGBV, mostly because of different goals of the surveys. MOBS data, before and after re-
directing interviewer resources, showed a reduction of variance. Additionally, an overestimation of the 
variable of interest was observed in the imbalanced response set. SGBV showed an imbalance in the 
final response set by sex, and the impact of COVID-19 restrictions on survey results were also observed. 

Some valuable lessons were learned in organization and managing ASD in CSB during the 2021 
surveys. An ASD dashboard for monitoring needs, which was evaluated by the survey manager, was 
introduced in AES 2022. Process of results analysis of ASD is ongoing, and the results will be available 
later this summer. 
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Abstract

The aim of the work is to build a forecast of air quality in Kyiv for some period of time.
For this purpose we preprocessed and analized data, selected and fitted a model.

Keywords: machine learning, autoregression, air quality, time series

1. Introduction

The development of technology, increased production of certain products contribute to
higher emissions of harmful substances into the air. Air pollution causes climate change, in-
creases the number of people suffering from heart and respiratory diseases etc. Therefore, air
quality in Kyiv is monitored in order to minimize possible negative consequences.

2. Prediction using the SARIMA model

2.1. Problem Statement

PM (particulate matter) - small particles that are air pollutants (dust, dirt, smoke, etc.)
distinguished by diameter (PM1, PM10, PM2.5). The Air Quality Index (AQI) provides infor-
mation about air pollution [1]. Usually the AQI is calculated for indicator PM2.5, because, as
stated in [3], it is the most dangerous pollutant. Therefore, PM2.5 can be considered a target.

Table 1: 3 rows of the data
logged at pm25

2020-12-01 00:08:10 0.518428

2020-12-01 00:13:04 0.729244

2020-12-01 00:16:25 0.770710

The data is taken from [2]. The dataset contains values: phe-
nomenon - the measured indicator; value (of the indicator);
logged at - the exact time when the measurements were taken.
Let’s try to identify any dependencies between PM2.5 feature
and time. Table 1 shows the data after pre-processing.

Let’s look on the average value of the PM2.5 feature by hour
(Figure 1).The average at about 2-3 pm is the lowest, the
highest value is at 7 am, another peak occurs at 10 pm. This
is probably due to the increase in the number of cars during
the hours when people go to or from work.

Figure 1: Average PM2.5 by hour

2.2. Time Series Research, Choosing and Fitting Model

We will consider the averaged values of the PM2.5 column for every 2 hours as a time series.
We can find outliers by decomposing the series into trend, seasonality and error as those values
that deviate significantly from the combined seasonal component and trend, i.e., there is a large
error (with sigma rule).
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Figure 2: time series and outliers Figure 3: time series after the first differentiation

The figure 2 shows the points that were identified as outliers, the series before removing
these points is colored blue, after removing - orange. Since there is a nonlinear trend, the series
is not stationary. After trying to make it stationary by taking differences we get the series
shown on Figure 3.

Figure 4: Values of
ACF and PACF for the
series after the first dif-
ferentiation

Using ACF and PACF (Figure 4) we can see that there’s a seasonality
(a large correlation at the value of 12). This means that the data is
correlated with what happened 24 hours ago. At 48, 72, 96 hours, the
correlation decreases, but still remains quite high. So we need to get
rid of seasonality.

For this series, the hypothesis in the Dickey-Fuller test is not rejected,
so the series is indeed stationary.

One approach to time series forecasting is to use autoregressive and
moving average models, as well as their modifications. The SARIMA
(Seasonal autoregressive integrated moving average) model is used if
there are both seasonality and trend in a time series.

So, we will use SARIMA ((p, 1, q)(P, 1, Q), 12) to predict the values
of the series.

We will build the model on PM2.5 values until 2021-07-01 4pm and try to build a forecast
for 30 hours ahead. We will search through the possible model parameters and determine the
best ones using the Python and R built-in functions. The model defined in this way is SARIMA
((5,1,0), (2,1,0), 12). Let’s build a forecast and display the predicted and real data (Figure 5).

The mean square error (MSE) is about
0.0967 on the test sample, and 0.1038
on the training sample. That is, the
model made a fairly good prediction.

Figure 5: Prediction of PM2.5 for 30 hours
.Conclusions

The data from one of the air quality monitoring stations in Kyiv was chosen. For this dataset
the time series with the values of the concentration of PM2.5 pollutants in the atmosphere was
analyzed. Based on this analysis, an autoregressive model was chosen to predict the values of
this indicator in the future.

The SARIMA model was used to make a 30-hour forecast of PM2.5 in the atmosphere. The
model made a good prediction, but there are other approaches and ways to improve the model
(adaptive methods for building autoregressive models, neural networks, etc.)
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