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1. Introduction. Consider a real-valued random walk

\[ S_0 = 0, \quad S_n = Y_1 + Y_2 + \ldots + Y_n \quad (n \geq 1) \quad (1.1) \]

which is defined on a Markov chain \( \{X_n, n \geq 0\} \) with countable state space \( I \). We assume that a matrix \( Q(.) = (q_{ij}(.) ) \) is given such that

\[ q_{ij}(y) = P(X_n = j, Y_n \leq y | X_{n-1} = i) \quad (i, j \in I, y \in R, n \geq 1). \quad (1.2) \]

This situation constitutes a generalization of the usual random walk with mutually independent and identically distributed increments; we call the process \( \{X_n, S_n, n \geq 0\} \) a Markov renewal process and \( Q(.) \) a semi-Markov matrix, cf. Cinlar [1].

The problem we consider is the following: suppose that there is an upper absorbing barrier at \( t > 0 \) for the random walk \( \{S_n\} \) while no limitation is assumed for \( \{S_n\} \) in the downward direction. Further, we assume that the walk has a negative stationary drift so that the ascending ladder process is terminating (3) whence the overall maximum

\[ M = \sup \{0, S_1, S_2, \ldots\} \quad (1.3) \]

is almost surely finite. Then if we define absorption probabilities

\[ \pi_i(t) = P(M > t | X_0 = i) \quad (1.4) \]

we find asymptotic estimates for \( \pi(t) = (\pi_i(t))_{i \in I} \) as \( t \to \infty \).

The original reference on this topic is Cramér [2], where a random walk with i.i.d. increments is considered, and using complex variable techniques an estimate for \( \pi(t) \) is obtained. Cramér also credits earlier work of Lundberg, Segerdahl and Täcklind. For the case of random variables defined on a finite state Markov chain Miller [8, 9] extended Cramér’s method, both being based on a Wiener-Hopf factorization. Also Presman [10] proves a similar result.

In the first edition of Feller [3] a drastically simplified proof of a stronger form of Cramér’s result was given based on the associated (= conjugate) random walk and the key renewal theorem. It is the purpose of this note to show how Feller’s method extends to the Markov renewal case with countable state space, and even in the finite-state situation, yields stronger results than those given in Miller and Presman.
Let $\Delta = (\delta_{ij})$, where $e = (e_1, e_2, \ldots, e_n, \ldots)$, and noting that $\Delta^{-1}$ exists, we define the associated semi-Markov matrix $\hat{Q}(e)$ by the following

$$\hat{Q}(e) = \Delta^{-1} \left( \int_{-\infty}^{x} \partial^e \hat{Q}(dx) \right) \Delta. \quad (2.4)$$

The associated Markov renewal process $\{\{X_n, S_n\}; n \geq 0\}$ is defined using $\hat{Q}(e)$ and the process $\{S_n; n \geq 0\}$ is called the associated random walk.

The following facts concerning them are easily checked:

(i) $\hat{Q}(e)$ is the m.g.f. of the associated process.

(ii) $\lambda(e) = \lambda(e + \theta)$ whenever $e$ is an integer.

(iii) The chain $\{X_n; n \geq 0\}$ is ergodic under Assumption 1.

(iv) The random walk $\{S_n; n \geq 0\}$ is stationary and $\mu = (\lambda(0) > 0)$.

Thus the associated random walk drifts to $+\infty$.

3. A Markov renewal equation. After the preliminaries of section 2 we now come to the actual problem. Define $m(y) = (m_i(y))$, where

$$m_i(y) = P[M \leq y | X_0 = i]. \quad (3.1)$$

Let us write $H(y) = \left( \sum_{j \in I} h_{ij}(y) \right)$, where for $i, j \in I$

$$h_{ij}(y) = P(X_n = j, S_{n-1} = 0, \ldots, S_{n-1} = 0, S_n > 0, S_n > y, X_0 = i). \quad (3.2)$$

Then, denoting the unit matrix on $I$ by $1$, a familiar renewal argument gives, for $t > 0$:

$$m(t) = (1 - H(+\infty))1 + \int_0^t H(dy) m(t - y). \quad (3.3)$$

Notice that $H$ is the semi-Markov matrix corresponding to the strict ascending ladder process. Now subtraction of (3.3) from its special case $t = +\infty$ gives the basic

$$\pi(t) = (H(+\infty) - H(t))1 + \int_0^t H(dy) \pi(t - y). \quad (3.4)$$

We now introduce the associated Markov renewal process, and observe the vital fact (see Feller (s) for the situation in the i.i.d. case), namely that

$$\hat{H}(y) = \Delta^{-1} \left( \int_{-\infty}^{x} \partial^e \hat{H}(dx) \right) \Delta. \quad (3.5)$$

the matrix associated with $H(e)$, is just the semi-Markov matrix of the ascending ladder process of the associated process $\{\{X_n, S_n\}; n \geq 0\}$.

This can be proved exactly as indicated in Feller (s) or directly from the (countable state version) identity of Miller (s, s). From Assumption 3 and the ensuing discussion we know that $\hat{H}(e)$ is proper, i.e. $\hat{H}(+\infty)1 = 1$.

Now if we multiply the renewal equation (3.4) on the left by $e^t \Delta^{-1}$ we obtain

$$e^t \pi(t) = e^t \Delta^{-1} (H(+\infty) - H(t))1 + \int_0^t (H(dy) e^t \pi(t - y), \quad (3.6)$$
where \( e^{t\Delta} \pi(.) = e^{t\Delta} \pi_0(.) \). In this form (3-6) is a Markov renewal equation with a proper semi-Markov matrix \( e^{t\Delta} \pi(.) \) concentrated on \( (0, \infty) \) and we may use the key renewal theorem of Cinar(4). However, a few preliminary remarks are necessary first. Since \( e^{t\Delta} \pi(.) \) is ergodic, so also is the embedded ladder process with transition matrix \( e^{t\Delta} \pi(+) \) and so there is a stationary measure \( \beta \) for \( e^{t\Delta} \pi(+) \) satisfying
\[
\beta \cdot e^{t\Delta} \pi(+) = \beta, \beta \Delta I = 1.
\]
(3-7)

Denote by \( \mathbf{\hat{H}}(.) \) the \( \beta \)-dual semi-Markov matrix of \( e^{t\Delta} \pi(.) \) see Cinar(4) for this notion. In this dual Markov renewal process we denote by \( \tilde{F}_d(.) \) the first passage time distribution \( k, l \in I \). In terms of these we make our final assumption.

Assumption 4. (i) The \( e^{t\Delta} \) induced Markov renewal process is aperiodic and non-arithmetic and (ii) the functions \( z(y) = e^{t\Delta} \pi_0(H_1(+) - H(y)) \cdot I \), (coordinatewise) and \( \sum_{i} \beta_i (\tilde{F}_d(+) - \tilde{F}_d) \) are directly Riemann integrable, for a fixed state \( 0 \in I \).

Remark. The referee has pointed out that this assumption is very opaque and that it would be desirable to relate it to something more concrete. We agree, but note that it is possible to prove that certain direct integrability conditions concerning \( Q(\theta) \) and a uniformity condition, both obviously implied by Miller's assumption, suffice to derive our Assumption 4. The reason for these computations being omitted is that we chose not to distract the reader from the simple development whose illustration is our main aim.

4. The theorem. Let us write \( e^{t\Delta} \pi = \beta \int_{0}^{\infty} e^{s\Delta} \pi(H(y)) \cdot I \) for the stationary mean of the ladder height in the associated walk \( \{S_n\} \). Then we have

**Theorem.** Under assumptions 1–4 above, as \( t \to \infty \):

\[
\pi(t) = e^{-ct} \frac{\beta \Delta^{-1} (1 - H(\infty))}{\mu} + O(1) \Delta I.
\]

(4-1)

**Proof.** With the definition of \( e^{t\Delta} \pi \) just given, it follows immediately from (3-6), Assumptions 1–4 and the key renewal theorem, (i) that as \( t \to \infty \),

\[
\pi_i(t) = \frac{1}{\mu} \beta \left( \int_{0}^{\infty} e^{s\Delta} (H(+) - H(y)) dy \right) 1 + O(1) \quad (i \in I).
\]

By partial integration and using the fact that \( H(dy) = e^{-\alpha \Delta} H(dy) \Delta^{-1} \) we find that the right side of the above may be written

\[
\frac{1}{\mu} \beta \Delta^{-1} \left( \int_{0}^{\infty} e^{s\Delta} (H(+) - H(y)) dy \right) 1 + 0(1) = \frac{1}{\mu} \beta \Delta^{-1} (1 - H(\infty)) 1 + O(1).
\]

Finally we use the relation \( \pi(t) = e^{-ct} \Delta \pi(0) \) and (4-1) follows.