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Abstract

In this paper we give a logical characterization of the counting hierarchy. The counting hierarchy is the analogue of the polynomial hierarchy, the building block being Probabilistic polynomial time PP instead of NP. We show that the extension of first-order logic by second-order majority quantifiers of all arities describes exactly the problems in the counting hierarchy. We also consider extending the characterization to general proportional quantifiers $Q_r^k$ interpreted as “more than an $r$-fraction of $k$-ary relations”. We show that the result holds for rational numbers of the form $s/2^m$ but for any other $0 < r < 1$ the corresponding logic satisfies the 0-1 law.

1 Introduction

The main goal of descriptive complexity theory is to give logical characterizations of central complexity classes. The seminal result in this field was Fagin’s [7] characterization of NP in terms of problems describable in existential second-order logic ($\exists$SO). Since then, most of the central complexity classes have been given such logical characterization. In [23] Stockmeyer defined the polynomial hierarchy (PH) and observed that full second-order logic describes exactly the problems in the polynomial hierarchy. This result is a corollary of Fagin’s characterization of NP and the fact that the levels $\Sigma_k$ of the polynomial hierarchy can be characterized in terms of polynomial bounded existential and universal quantifiers. In other words, a language $L \in \Sigma_k$ if and only if there is a polynomial time predicate $R$ and a polynomial $p$ such that

$$x \in L \iff \exists x_1^{p(|x|)} \forall x_2^{p(|x|)} \ldots Q x_k R(x, x_1, x_2, \ldots, x_k),$$
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where the quantifiers range over words of length at most \( p(|x|) \), and \( Q = \forall p(|x|) \) if \( k \) is even and \( Q = \exists p(|x|) \) otherwise.

The counting hierarchy (CH) was defined by Wagner in [28]. The counting hierarchy is the analogue of the polynomial hierarchy, the building block being Probabilistic polynomial time (PP):

- \( C_0P = P \),
- \( C_{k+1}P = \text{PP}^{C_kP} \),
- \( \text{CH} = \bigcup_{k \in \mathbb{N}} C_kP \).

The definition above in terms of oracles is due to Torán [25]. Probabilistic polynomial time was defined by Gill [9] in terms of probabilistic Turing machines, and independently by Simon [22] in the context of threshold languages. The class PP can be also defined using ordinary nondeterministic Turing machines by altering the way a machine accepts its input. The class PP consists of languages \( L \) for which there is a polynomial time-bounded nondeterministic Turing machine \( N \) such that, for all inputs \( x \), \( x \in L \) iff more than half of the computations of \( N \) on input \( x \) end up accepting. The class PP has been studied extensively. Since Gill’s paper it was known that \( \text{NP} \subseteq \text{PP} \) and that \( \text{PP} \) is closed under complement. In [20] Russo showed that \( \text{PP} \) is closed under symmetric difference. In [24] Toda showed that surprisingly \( \text{PH} \subseteq \text{P}^{\text{PP}} \). It remained open for many years whether \( \text{PP} \) is closed under intersection until Beigel, Reingold, and Spielman proved it in [3].

Counting hierarchy was originally defined in terms of the polynomial counting quantifier \( C \). Let \( K \) be a class of languages. Define \( CK \) to be the class of languages \( L \) for which there is some polynomial \( p \) and some \( L' \in K \) such that \( x \in L \) iff

\[
|\{ y : |y| = p(|x|) \text{ and } (x, y) \in L' \}| > 2^{p(|x|)-1}.
\]

The counting hierarchy can be now defined using the quantifier \( C \) as follows:

- \( C_0P = P \),
- \( C_{k+1}P = C^{C_kP} \).

Torán [25] showed that the definition in terms of oracles is equivalent to the definition above, i.e., he showed that

\[
C^{C_kP} = \text{PP}^{C_kP}
\]

for all \( k \in \mathbb{N} \). The original definition in [28] actually used a more general definition of the quantifier \( C \) but the definition given is equivalent to the
original one. The properties of the counting hierarchy are discussed in detail in [25] and [1].

Generalized quantifiers have been studied extensively in the context of finite model theory. Mostowski [18] was the first to consider quantifiers other than the familiar existential and universal ones. Lindström [16] defined the concept of a first-order generalized quantifier in its most general form. We refer to [26] and [6] for surveys of generalized quantifiers in finite model theory.

Second-order generalized quantifiers is a relatively new and unexplored area in finite model theory. It seems that second-order generalized quantifiers first appeared in the realm of finite model theory in the context of Leaf languages (cf. [4], [27]). In this context acceptance of a word given as an input to a nondeterministic machine depends only on the values printed at the leaves of the computation tree. In other words, having fixed a leaf language $B$, an input is accepted if the values printed at the leaves of the computation tree, ordered by the natural order of the paths of the machine, constitute a word in $B$. Certain complexity classes have been characterized in this context on ordered structures in terms of logics $Q^1_B$ FO, i.e., sets of formulas of the form “second-order quantifier followed by a first-order formula”. A crucial assumption, for these characterizations to hold, is that the leaf language $B$ has a neutral element. In the logical side, having a neutral element gives a certain relativization property for the corresponding quantifier $Q^1_B$. It is worth noting that the leaf language

$$\{ w \in \{0, 1\}^* \mid w \text{ has more } "1" \text{ s than } "0" \text{ s} \},$$

corresponding to PP does not have a neutral element. In fact, we show by a definability argument that, for $k > 1$, the relativization of the $k$-ary majority quantifier Most$^k$ is expressible in the logic FO(Most$^k$).

Andersson [2] has also studied second-order generalized quantifiers. In [2] Andersson showed that on finite structures with at most binary relations almost any countable logic is equivalent to a uniformly obtained sublogic of FO($Q$), where $Q$ is some second-order generalized quantifier of type ((1)), and that the result extends to all finite structures if $Q$ is allowed to be of type ((2)).

In [14] and [15] Kontinen has studied definability questions of second-order generalized quantifiers. Definability questions of first-order generalized quantifiers have been studied extensively in finite model theory. In the first-order case, definability of a quantifier $Q$ in a logic $L$ just means that the class of structures, used to interpret $Q$, is axiomatizable in $L$. In the second-order case, things are not as direct, but a similar concept can be formulated.
The main result of this paper is based on certain definability results. Our proof is based on the observation that the \( k \)-ary second-order existential quantifier \( \exists^2_k \) can be defined in terms of the quantifier Most\(^k\) and first-order logic. By using both the quantifier Most\(^k\) and \( \exists^2_k \), we show that, for \( k > 1 \), also the relativization of the quantifier Most\(^k\) (see example 2.4) is expressible in the logic FO(Most\(^k\)).

Many of the logical characterizations of complexity classes hold only on ordered structures. Ordering is needed in describing the computations of Turing machines using formulas. However, this assumption is not so crucial in the case of second-order logic, since an ordering can be created using second-order quantification. Therefore, the characterizations of NP and PH in terms of \( \exists \)SO and SO, respectively, hold also on unordered structures. For the same reason, the characterization of CH given in this paper holds also on unordered structures.

2 Preliminaries

Vocabularies \( \tau \) are finite sets consisting of relation symbols and constant symbols. All structures are assumed to be finite. The universe of a structure \( \mathcal{M} \) is denoted by \( M \). The class of all \( \tau \)-structures is denoted by \( \text{Str}(\tau) \). For a logic \( \mathcal{L} \), the set of \( \tau \)-formulas of \( \mathcal{L} \) is denoted by \( \mathcal{L}[\tau] \). If \( \varphi \) is a \( \tau \)-sentence, then the class of \( \tau \)-models of \( \varphi \) is denoted by \( \text{Mod}(\varphi) \). The set of natural numbers is denoted by \( \mathbb{N} \) and \( \mathbb{N}^* \) denotes the set \( \mathbb{N} \setminus \{0\} \).

In this paper we consider polynomial time-bounded nondeterministic Turing machines \( N \) over input alphabet \( \Sigma = \{1, 0\} \). Every machine \( N \) is assumed to have two halting states: accepting and rejecting, and every computation path of \( N \) must end in one of these states. In particular, as in [3], we do not insist that all computation paths have the same length. We assume that the reader is familiar with the basic notions of complexity theory. For a language \( A \), the class PP\(^A\) consists of languages \( L \) for which there is a polynomial time-bounded nondeterministic oracle Turing machine \( N \) with oracle \( A \) such that, for all inputs \( x, x \in L \) iff more than half of the computations of \( N \) on input \( x \) end up accepting. For a set of languages \( K \), PP\(^K\) = \( \bigcup \{ \text{PP}^A \mid A \in K \} \).

Structures, considered as inputs to Turing machines, are assumed to be ordered. Structures can be then encoded to binary strings by concatenating the bit strings coding the relations and constants in the following way. Let \( \tau = \{<, R_1, \ldots, R_s, c_1, \ldots, c_m\} \) be a vocabulary and let \( \mathcal{M} \) be a \( \tau \)-structure. We may assume that \( M = \{0, \ldots, n - 1\} \) for some \( n \in \mathbb{N} \). Now the interpretation \( R^M_i \) of each relation symbol \( R_i \) is encoded as a binary string \( \text{bin}^M(R_i) \) of length \( n^n \), where \( r_i \) is the arity of \( R_i \), such that "1" in a given position
indicates that the corresponding tuple in the lexicographic ordering of \( M^k \) is in \( R^M_k \). Similarly, the interpretation of a constant \( c_i \) is encoded by the string \( \text{bin}^M(c_i) \) corresponding to number \( c_i^M \) in binary. The binary encoding \( \text{bin}(M) \) of a structure \( M \) is defined as the concatenation of the bit strings coding its relations and constants:

\[
\text{bin}(M) = \text{bin}^M(R_1) \cdots \text{bin}^M(R_n) \text{bin}^M(c_1) \cdots \text{bin}^M(c_m).
\]

On the other hand, any binary string can be viewed as a word structure over vocabulary \( \tau = \{<,P\} \), where \(<\) is a binary predicate, interpreted as an ordering, and \( P \) is unary. Given a binary word \( x \), we sometimes denote the corresponding word structure by \( W_x \). The encoding of structures to binary word structures can be defined in a first-order way assuming all structures are equipped with an ordering and some numeric predicates such as + and \( \times \) (cf. [12]). The predicates + and \( \times \) are defined as

\[
+(i,j,k) \iff i + j = k, \\
\times(i,j,k) \iff i \times j = k.
\]

Note that we do not include \(<\) or any numeric predicates to \( \text{bin}(M) \) since they can be easily recomputed.

Given a class of ordered structures \( K \), we write

\[
L_K = \{ \text{bin}(M) \mid M \in K \}
\]

for the language corresponding to \( K \). We abbreviate \( L_{\text{Mod}(\varphi)} \) to \( L_\varphi \). Given a class \( K \) of \( \tau \)-structures, the class \( K_< \) of ordered representations of structures in \( K \) is defined as

\[
K_< = \{(M, <) \mid M \in K, < \text{ an ordering of } M \}.
\]

Now that we have encoded classes of structures to languages over alphabet \( \{0,1\} \), we define what it means for a logic to strongly capture a complexity class. We say that a logic \( \mathcal{L} \) strongly captures a complexity class \( \mathcal{C} \) if for all vocabularies \( \tau \) and all classes \( K \) of \( \tau \)-structures,

\[
L_{K_<} \subseteq \mathcal{C} \text{ iff } K = \text{Mod}(\varphi) \text{ for some } \varphi \in \mathcal{L}[\tau].
\]

The prime example of a logic strongly capturing a complexity class is \( \exists \text{SO} \). On the other hand, for example the characterizations of \( \text{P} \) and \( \text{PSPACE} \) in terms of fixed point logics \( \text{LFP} \) and \( \text{PFP} \) break down since parity cannot be expressed on unordered structures.
2.1 Generalized quantifiers

First-order logic cannot express, e.g., that a formula holds for an even number of elements. To acquire an extension of FO with this feature, we can extend it by a new quantifier $Q_{\text{even}}$ with interpretation given by

$$M \models Q_{\text{even}} \varphi(x) \iff |\varphi^M| \text{ is even},$$

where $\varphi^M = \{a \in M \mid M \models \varphi(a)\}$. Let $P$ be a unary predicate symbol. In general, the interpretation of a Lindström quantifier $Q$ of type (1) is given by

$$M \models Q \varphi(x) \iff (M, \varphi^M) \in K,$$

where $M$ denotes the universe of $M$ and $K$ is a class of $\{P\}$-structures which is closed under isomorphisms. In fact, any class of relational structures gives rise to a quantifier.

**Definition 2.1.** Let $s = (l_1, \ldots, l_r)$ be a tuple of positive integers. A Lindström quantifier of type $s$ is a class $Q$ of structures of vocabulary $\tau_s = \{P_1, \ldots, P_r\}$ such that $P_i$ is $l_i$-ary for $1 \leq i \leq r$, and $Q$ is closed under isomorphisms.

The extension FO($Q$) of first-order logic by a quantifier $Q$ is defined as follows:

- The formula formation rules of FO are extended by the rule:
  
  if for $1 \leq i \leq r$, $\varphi_i(\overline{a})$ is a formula and $\overline{a}$ is an $l_i$-tuple of pairwise distinct variables then $Q\overline{a}_1, \ldots, \overline{a}_r(\varphi_1(\overline{a}_1), \ldots, \varphi_r(\overline{a}_r))$ is a formula.

- The satisfaction relation of FO is extended by the rule:

  $$M \models Q\overline{a}_1, \ldots, \overline{a}_r(\varphi_1(\overline{a}_1), \ldots, \varphi_r(\overline{a}_r)) \iff (M, \varphi_1^M, \ldots, \varphi_r^M) \in Q,$$

  where $\varphi_i^M = \{\overline{a} \in M^{l_i} \mid M \models \varphi_i(\overline{a})\}$.

**Example 2.2.** Let us look at some examples of Lindström quantifiers.

- $\forall = \{(M, P) \mid P \subseteq M \text{ and } P = M\}$
- $\exists = \{(M, P) \mid P \subseteq M \text{ and } P \neq \emptyset\}$
- $Q_{\text{even}} = \{(M, P) \mid P \subseteq M \text{ and } |P| \text{ is even}\}$
- $R = \{(M, P, S) \mid P, S \subseteq M \text{ and } |P| > |S|\}$
The first example is the familiar first-order universal quantifier. The quantifier $Q_{\text{even}}$ says that a formula holds for an even number of elements. The last example $R$ is the so-called Recher quantifier. It allows us to compare the size of two definable sets.

We say that a quantifier $Q$ is definable in a logic $\mathcal{L}$ if the class $Q$ is axiomatizable in $\mathcal{L}$. If $\mathcal{L}$ has the substitution property and is closed under FO-operations, then definability of $Q$ in $\mathcal{L}$ implies that $\text{FO}(Q) \leq \mathcal{L}$. So, among such logics, $\text{FO}(Q)$ is the minimal logic in which $Q$ is axiomatizable.

Let us then turn to second-order generalized quantifiers. Assume $t = (s_1, \ldots, s_w)$, where $s_i = (l_1^i, \ldots, l_{r_i}^i)$ is a tuple of positive integers for $1 \leq i \leq w$. A second-order structure of type $t$ is a structure of the form $(M, P_1, \ldots, P_w)$, where $P_i \subseteq \mathcal{P}(M^{l_1^i}) \times \cdots \times \mathcal{P}(M^{l_{r_i}^i})$.

**Definition 2.3.** A second-order generalized quantifier $Q$ of type $t$ is a class of structures of type $t$ such that $Q$ is closed under isomorphisms.

**Example 2.4.**

\[
\exists_k^P = \{(M, P) \mid P \subseteq \mathcal{P}(M^k) \text{ and } P \neq \emptyset\}
\]

\[
\text{Most}_k = \{(M, P) \mid P \subseteq \mathcal{P}(M^k) \text{ and } |P| > 2^{|M|^k - 1}\}
\]

\[
\text{Most}_r = \{(M, P, S) \mid P, S \subseteq \mathcal{P}(M^k) \text{ and } |P \cap S| > 1/2 |P|\}
\]

\[
R^k = \{(M, P, S) \mid P, S \subseteq \mathcal{P}(M^k) \text{ and } |P| > |S|\}
\]

The first example is the familiar $k$-ary second-order existential quantifier. The quantifier $\text{Most}_r^k$ is the relativization of the quantifier $\text{Most}_k^k$. The quantifier $R^k$ is the $k$-ary second-order version of the Recher quantifier.

The extension $\text{FO}(Q)$ of FO by a quantifier $Q$ is defined as follows:

- **The formula formation rules of FO are extended by the rule:**
  if for $1 \leq i \leq w$, $\varphi_i(\overline{X}_i)$ is a formula and $\overline{X}_i = (X_{1,i}, \ldots, X_{r_i,i})$ is a tuple of pairwise distinct predicate variables such that the arity of $X_{j,i}$ is $l_j^i$ for $1 \leq j \leq r_i$, then
  \[
  Q\overline{X}_1, \ldots, \overline{X}_w (\varphi_1(\overline{X}_1), \ldots, \varphi_w(\overline{X}_w))
  \]
  is a formula.

- **Satisfaction relation of FO is extended by the rule:**
  \[
  M \models Q\overline{X}_1, \ldots, \overline{X}_w (\varphi_1, \ldots, \varphi_w) \text{ iff } (M, \varphi_1^M, \ldots, \varphi_w^M) \in Q,
  \]
  where $\varphi_i^M = \{\overline{R} \in \mathcal{P}(M_i^{l_i^i}) \times \cdots \times \mathcal{P}(M_i^{l_{r_i}^i}) \mid M \models \varphi_i(\overline{R})\}$.  

A notion of definability can also be formulated for second-order generalized quantifiers. Since second-order generalized quantifiers are interpreted using classes of second-order structures, there is no direct connection between quantifiers and classes of structures determined by sentences. Definability of a quantifier \( Q \) in a logic \( \mathcal{L} \) can be formalized by considering axiomatizability in an extension of \( \mathcal{L} \) by suitable second-order predicates (see [14] or [15]). For the purposes of this paper, it suffices to note that the definability results proved in the following section give us a uniform way to express the definable quantifier in our logic.

**Example 2.5.** The quantifier \( \text{Most}^k \) can be defined using the quantifier \( \text{Most}^k \) as follows:

\[
\models \text{Most}^k X \psi \iff \text{Most}_r^k X, X (X = X, \psi).
\]

The quantifier \( \text{Most}_r^k \) in turn can be defined in terms of the quantifier \( R^k \):

\[
\models \text{Most}_r^k X, Y (\psi, \phi) \iff R^k X, Y (\psi \land \phi, \psi \land \neg \phi).
\]

3 The logic \( \text{FO}(\text{Most}^k) \)

In this section we show that the \( k \)-ary second-order existential quantifier is definable in the logic \( \text{FO}(\text{Most}^k) \). Using this result, we also show that the quantifier \( R^k \) can be defined in \( \text{FO}(\text{Most}^k) \).

**Theorem 3.1.** The quantifier \( \exists^2_k \) is definable in the logic \( \text{FO}(\text{Most}^k) \).

*Proof.* Suppose \( \psi(Y) \) is a formula with a free \( k \)-ary predicate variable \( Y \). The idea is to construct a formula which is satisfied by more than half of the relations if and only if \( \psi(Y) \) is satisfiable. We claim that

\[
\models \exists^2_k Y \psi(Y) \iff \phi_1 \lor \phi_2,
\]

where \( \phi_1 = \psi(Y(\overline{x})/\top) \), i.e., the formula \( \phi_1 \) is defined by substituting \( Y(\overline{x}) \) by some formula satisfied by all \( k \)-tuples in every model, and

\[
\phi_2 = \exists x_1 \ldots \exists x_k (\text{Most}^k Y (Y(\overline{x}) \lor \psi(Y))).
\]

Suppose that \( \mathbb{M} \) is a model and \( \mathbb{M} \models \exists^2_k Y \psi(Y) \). We have two cases to consider. Assume first that \( \mathbb{M} \models \psi(M^k) \), i.e., \( \psi(Y) \) is satisfied by the relation consisting of all \( k \)-tuples over \( M \). Since the formula \( \phi_1 \) expresses exactly this, it holds that \( \mathbb{M} \models \phi_1 \). Suppose then that \( \mathbb{M} \models \psi(A) \) for some \( A \subseteq M^k \). Let \( \overline{x} \in M^k \) be such that \( \overline{x} \notin A \). Now

\[
\mathbb{M} \models (Y(\overline{x}) \lor \psi(Y))(B, \overline{a})
\]
holds for more than half of the relations \( B \subseteq M^k \), where \( Y \) and \( \mathfrak{P} \) are interpreted as \( B \) and \( \vec{a} \), since \( \vec{a} \in B \) for exactly half of the relations \( B \subseteq M^k \). Therefore,

\[
\mathcal{M} \models \phi_2.
\]

On the other hand, it is obvious that if \( \mathcal{M} \models \phi_1 \lor \phi_2 \), then \( \mathcal{M} \models \exists^2_k Y \psi(Y) \). \( \square \)

**Remark 3.2.** The proof of Theorem 3.1 is the logical analogue of the proof of the inclusion \( \text{NP} \subseteq \text{PP} \).

**Remark 3.3.** It is worth noting that the quantifier \( \exists^2_k \) can be trivially defined using the relativized quantifier \( \text{Most}^k_r \):

\[
| = \exists^2_k Y \psi(Y) \iff \text{Most}^k_r Y, Y (\psi(Y), \psi(Y)).
\]

We shall next show that the quantifier \( R^k \) can be expressed in terms of the quantifier \( \text{Most}^{k+1} \).

**Proposition 3.4.** Let \( k \geq 2 \). Then the quantifier \( R^{k-1} \) is definable in the logic \( \text{FO}(\text{Most}^k) \).

**Proof.** Given formulas \( \psi_1(X) \) and \( \psi_2(Z) \) with free \( (k - 1) \)-ary predicate variables \( X \) and \( Z \), we claim that there is a uniform way to express

\[
R^{k-1} X, Z (\psi_1(X), \psi_2(Z)). \quad (1)
\]

Let \( \mathcal{M} \) be a model satisfying \( |M| \geq 2 \). For \( A \subseteq M^{k-1} \) and \( b \in M \), set \( A_b = \{ (b, \vec{a}) \in M^k \mid \vec{a} \in A \} \). As in the proof of Theorem 3.1, we first define a collection \( C \) containing exactly half of the \( k \)-ary relations using a \( k \)-tuple \( \vec{a} = (a_1, \ldots, a_k) \in M^k \):

\[
C = \{ A \subseteq M^k \mid \vec{a} \in A \}.
\]

Let \( G_i = \{ A \subseteq M^{k-1} \mid \mathcal{M} \models \psi_i(A) \} \) for \( 1 \leq i \leq 2 \). The condition \( |G_1| > |G_2| \) is clearly equivalent with the condition

\[
|(C \cup G_1^*) \setminus G_2^*| > 2^{|M|^{k-1}},
\]

where \( G_1^* = \{ A_b \mid A \in G_1 \} \) and \( G_2^* = \{ \{ \vec{a} \} \cup A_b \mid A \in G_2 \} \) for some \( b \in M \) such that \( b \neq a_1 \).

Formally, (1) can be expressed by the formula

\[
\exists x_1 \ldots \exists x_k (x_1 \neq x_2 \land \varphi),
\]
where \( \varphi = \text{Most}^k Y ((Y(x) \land \neg \chi_2) \lor \chi_1) \), and

\[
\begin{align*}
\chi_1(Y) &= \forall \bar{z}(Y(z) \rightarrow (z_1 = x_2)) \land \psi_1(X(\bar{y})/Y(x_2, \bar{y})), \\
\chi_2(Y) &= \forall \bar{z}(Y(z) \rightarrow (z_1 = x_2 \lor \land z_i = x_i)) \land \psi_2(Z(\bar{y})/Y(x_2, \bar{y})).
\end{align*}
\]

We assume that the variable \( x_2 \) does not appear in the formulas \( \psi_1 \) and \( \psi_2 \).

The defining formulas above show that only one application of the quantifier \( \text{Most}^k \) is needed to express the quantifier \( R^{k-1} \). We need a bit more complicated argument to prove that the quantifier \( R^k \) can be defined in terms of the quantifier \( \text{Most}^k \). The idea of the proof is adapted from \cite{17}. Note that we use more than one nested applications of the quantifier \( \text{Most}^k \) in expressing \( R^k \) in the proof of Theorem 3.5.

**Theorem 3.5.** Let \( k \geq 2 \). Then the quantifier \( R^k \) is definable in the logic \( \text{FO}(\text{Most}^k) \).

**Proof.** Suppose \( \mathcal{M} \) is a model. We first existentially quantify a \( k \)-ary relation encoding an ordering \( < \) over \( M \), e.g., a relation \( A \subseteq M^k \) such that \( \{(a, b) \mid \forall \bar{z} \in M^{k-2}(a, b, \bar{z}) \in A\} \) is an ordering of \( M \). Let \( \varphi(\bar{x}, \bar{y}) \) be a formula defining the lexicographic order over \( M^k \). It is now easy to construct a formula \( \chi(X, Y) \) such that for \( A, A' \subseteq M^k \), we have \( \mathcal{M} \models \chi(A, A') \iff A < A' \) in the lexicographic ordering induced by \( \varphi(\bar{x}, \bar{y}) \).

Now that we have a linear order of \( k \)-ary relations at our disposal, it is fairly straightforward to express

\[ R^k X, Y \left( \psi_1(X), \psi_2(Y) \right). \]

Let \( G_i = \{A \subseteq M^k \mid \mathcal{M} \models \psi_i(A)\} \) for \( 1 \leq i \leq 2 \). We may assume that \( G_1 \cap G_2 = \emptyset \). Now, since only one of the sets \( G_i \) can satisfy \( |G_i| > 2|M|^{k-1} \), the cases where either \( |G_1| > 2|M|^{k-1} \) or \( |G_2| > 2|M|^{k-1} \) can be directly taken care of using the quantifier \( \text{Most}^k \). Hence, we may assume that \( |G_1|, |G_2| \leq 2|M|^{k-1} \). In order to express \( |G_1| > |G_2| \) using the quantifier \( \text{Most}^k \), we consider collections \( C_i(B) \) of relations of the form

\[ G_i \cup \{A \subseteq M^k \mid A < B \text{ and } A \notin G_1 \cup G_2\}. \]

It is easy to construct a formula \( \mu_i(X, Y) \) such that

\[ C_i(B) = \{A \subseteq M^k \mid \mathcal{M} \models \mu_i(A, B)\}. \]

The condition \( |G_1| > |G_2| \) can be now expressed by saying that there exists a relation \( B \) such that \( |C_1(B)| > 2|M|^{k-1} \) but \( |C_2(B)| \leq 2|M|^{k-1} \). By Theorem 3.1, this can be easily expressed using the formulas \( \mu_i(X, Y) \) and the quantifier \( \text{Most}^k \).

\( \square \)
4 The characterization of CH in terms of majority quantifiers

In this section we show that the extension of FO by the quantifiers $\text{Most}^k$, for $k \in \mathbb{N}^*$, strongly captures the counting hierarchy. We abbreviate \{Most$^k$ | $k \in \mathbb{N}^*$\} = Most.

The following lemmas will be used in the proof. To be precise we specify the pairing function used. We let $(x, y)$ denote the string acquired by doubling the bits of $x$ followed by the string 01y. We shall next show that decoding the pair $(x, y)$ can be done in a first-order way assuming we have + and $\times$ available.

**Lemma 4.1.** Let $\tau = \{<, +, \times, P\}$, where $P$ is unary, and let $R$ be a $r$-ary predicate. Then there is a FO-interpretation $I$ of width $r+1$ mapping $\tau \cup \{R\}$ structures to $\tau$-structures such that for all $(\mathcal{M}, A)$

$$I((\mathcal{M}, A)) \cong \mathcal{W}_{[x,yA]}$$

where $y_A$ is the binary word corresponding to $A$ and $x = \text{bin}(\mathcal{M})$.

**Proof.** The interpretation $I$ is defined by first-order $\tau \cup \{R\}$-formulas $\varphi_{dom}(\overline{x})$, $\varphi_P(\overline{x})$, $\varphi_<(\overline{x}_1, \overline{x}_2)$, $\varphi_+(\overline{x}_1, \overline{x}_2, \overline{x}_3)$, and $\varphi_\times(\overline{x}_1, \overline{x}_2, \overline{x}_3)$, where all the tuples $\overline{x}, \ldots, \overline{x}_3$ are of length $r + 1$, such that for all $\tau$-structures $\mathcal{M}$ and all $A \subseteq M^r$ we have

$$(\varphi_{dom}^{[\mathcal{M}, A]}, \varphi_P^{[\mathcal{M}, A]}, \varphi_<^{[\mathcal{M}, A]}, \varphi_+^{[\mathcal{M}, A]}, \varphi_\times^{[\mathcal{M}, A]}) \cong \mathcal{W}_{[x,yA]}.$$ 

We assume that the domain of $\mathcal{M}$ is $\{0, \ldots, n-1\}$ for some $n \in \mathbb{N}$. The domain of the structure on the left is defined as a set of $r + 1$-tuples over $\{0, \ldots, n-1\}$. We use the fact that the $(r + 1)$-tuple versions of $+$ and $\times$ are first-order definable over $\mathcal{M}$ [21]. Let $\prec_{r+1}$ be the formula defining the lexicographic ordering over $\{0, \ldots, n-1\}^{r+1}$. We write $\tilde{a}$ to denote a sequence $a \ldots a$, length of which is clear from the context. We let $\varphi_{dom}(\overline{x})$ be the formula

$$(x_1, \ldots, x_{r+1}) \prec_{r+1} (1, \tilde{0}, 2, 2).$$

Set $\varphi_P(\overline{x}) = \psi_1 \lor \psi_2 \lor \psi_3$, where

$\psi_1(\overline{x}) = \exists y (P(y) \land (\overline{x} = (\tilde{0}, y) \times (\tilde{0}, 2) \lor \overline{x} = (\tilde{0}, y) \times (\tilde{0}, 2) + (\tilde{0}, 1)),$

$\psi_2(\overline{x}) = \overline{x} = (\tilde{0}, 2, 1),$  

$\psi_3(\overline{x}) = R(\overline{x} - (\tilde{0}, 2, 2)).$

Note that we have used definable constants in the formulas for readability. The other formulas can be simply defined by restricting the formulas over $\{0, \ldots, n-1\}^{r+1}$ to tuples satisfying $\varphi_{dom}(\overline{x})$.  \qed
The following proposition states the basic observation about interpretations.

**Proposition 4.2.** Let \( \tau \) and \( R \) be as in Lemma 4.1. Then for any \( \phi \in \text{FO(Most)}[\tau] \), there is \( \phi^*(R) \in \text{FO(Most)}[\tau] \). \( R \) is treated as a free second-order variable, such that for all \( \mathcal{M} \) and \( A \subseteq M' \),

\[
\mathcal{M} \models \phi^*(A) \iff \mathcal{W}_{(x,y,A)} \models \phi.
\]

**Proof.** The formula \( \phi^*(R) \) is defined from \( \phi \) by replacing first-order variables by \( r + 1 \)-tuples and \( k \)-ary second-order variables by \( k(r + 1) \)-ary variables, replacing the relation symbols of \( \phi \) by the corresponding formulas, and restricting first-order quantifiers to \( \varphi_{\text{dom}}(\overline{\mathcal{X}}) \). A formula of the form \( \text{Most}^k X \psi \) is translated simply as

\[
\text{Most}^k(r+1) X \psi^*.
\]

Note that we do not need the relativized quantifier \( \text{Most}^k(r+1) \) in the translation, since the formula \( \psi^* \) is already relativized to \( \varphi_{\text{dom}}(\overline{\mathcal{X}}) \). In other words, the induction assumption is such that for all \( B \subseteq M'^k(r+1) \):

\[
(M, A) \models \psi^*(B) \iff I((M, A)) \models \psi(B \cap (\varphi_{\text{dom}}(\overline{\mathcal{X}}))^k),
\]

where \( B \) is interpreted as a \( r \)-ary relation on \( r + 1 \)-tuples on the right. \( \Box \)

Before going to the main result, we need to recall some concepts and properties of \( \text{CH} \) used in the proof. We say that a language \( L_1 \) is reducible to a language \( L_2 \) via a polynomial time disjunctive truth-table reduction if there exists a polynomial time computable function \( f \) mapping an input \( x \) to a polynomial number of inputs \( y_1, \ldots, y_j \) such that \( x \in L_1 \) iff \( y_i \in L_2 \) for some \( 1 \leq i \leq j \).

**Lemma 4.3.** Let \( k \in \mathbb{N} \). Then the following holds:

1. The class \( C_k P \) is closed under complement.
2. The class \( C_k P \) is closed under intersection.
3. The class \( C_k P \) is closed under polynomial time disjunctive truth-table reductions.

**Proof.** Claim 1 is proved in [25] and Claim 2 in [11]. Since, for all oracles \( A \), \( \text{PP}^A \) is closed under polynomial time disjunctive truth-table reductions [3], Claim 3 follows. \( \Box \)

**Theorem 4.4.** The logic \( \text{FO(Most)} \) strongly captures \( \text{CH} \).
Proof. We first show that $\text{FO(Most)} \subseteq \text{CH}$, i.e., we show that for all $\tau$ and for all $\varphi \in \text{FO(Most)}[\tau]$, the language $L_{\text{Mod}(\varphi)^<} = L_\varphi$, corresponding to the class $\text{Mod}(\varphi)^<$, is contained in $\text{CH}$. We prove the claim using induction on $\varphi$. We treat formulas with free variables as sentences in an enlarged vocabulary.

If $\varphi$ is atomic, then $L_\varphi \in P = C_0 P$. Also, if $\varphi = \neg \psi$ or $\varphi = \psi \land \phi$, then the claim holds since $C_k P$ is closed under complement and intersection by Lemma 4.3. Assume then that $\varphi = \exists x \psi$ and that $L_{\psi(c)} \in C_k P$. It is easy to see that $L_\varphi$ is reducible to $L_{\psi(c)}$ via a polynomial time disjunctive truth-table reduction. Therefore, by Lemma 4.3, we have that $L_\varphi \in C_k P$. Let us then assume that

$$\varphi = \text{Most}^k R \psi(R).$$

By the induction hypothesis, $L_{\psi(R)} \in C_k P$ for some $k \in \mathbb{N}$. We show that $L_\varphi \in C_{k+1} P = \text{PP}^{C_k P}$. In particular, the machine we shall describe uses $L_{\psi(R)}$ as an oracle. Let $\mathcal{M}$ be a structure. The machine $N_\varphi$, started with $\text{bin}(\mathcal{M})$, guesses a word of length $n^k$, intended as the code of the interpretation $A$ of $R$, and then consults the oracle whether $\text{bin}((\mathcal{M}, A)) \in L_{\psi(R)}$, i.e., whether $\mathcal{M} \models \psi(A)$ holds. Then the machine halts and accepts iff the oracle answered “yes”. Now, by the definition of $\text{PP}$, the string $\text{bin}(\mathcal{M})$ is accepted by $N_\varphi$ iff more than half of the computations accept, i.e., iff for more than half of the relations $A$ the oracle answered positively. This is clearly equivalent with $\mathcal{M} \models \text{Most}^k R \psi(R)$.

Let us then show that $\text{CH} \subseteq \text{FO(Most)}$. It suffices to prove the claim for binary word structures. We also expand our language by the numeric predicates $+$ and $\times$. Note that the predicates $+$ and $\times$ can be finally existentially quantified out, cf. Proposition 4.7. Let $\tau = \{\prec, +, \times, P\}$. We show that for all $L \subseteq \{1, 0\}^* \setminus \{\lambda\}$: $L \in \text{CH}$ if $L = L_\varphi$ for some $\varphi \in \text{FO(Most)}[\tau]$.

We prove using induction on $k$ that $C_k P \subseteq \text{FO(Most)}$. The case $k = 1$ ($C_1 P = \text{PP}$) is analogous to Fagin’s Theorem on $\exists \text{SO}$ and $\text{NP}$. The computation of a nondeterministic machine $N$, using time $n^k$ for inputs of length $n$, can be coded using first-order formulas. In particular, let $\phi(X)$ say that “Relation $X$ codes a $n^k$ time-bounded run of $N$” and let $\psi(Y)$ say that “Relation $Y$ codes a $n^k$ time-bounded run which accepts”, where the arity of $X$ and $Y$ is $l$. Then it is immediate that

$$\mathcal{M} \models \text{Most}_1^k X, Y (\phi(X), \psi(Y)) \iff N \text{ accepts } \text{bin}(\mathcal{M}).$$

By Theorem 3.5 and Example 2.5, the formula above can be expressed in $\text{FO(Most)}$. 
Assume then that \( L \in C_{k+1}P = CC_kP \). Then there is some language \( L' \in C_kP \) and a polynomial \( p \) such that \( x \in L \) iff
\[
\{|y : |y| = p(|x|) \text{ and } (x, y) \in L'\}| > 2^p(|x|) - 1.
\]
By a simple padding argument, we may assume that \( p(x) = x^r \) for some \( r \in \mathbb{N} \). By the induction hypothesis, there is \( \phi \in \text{FO}(\text{Most})[\tau] \) such that \( L_\phi = L' \). By Proposition 4.2, there is a formula \( \phi^*(R) \in \text{FO}(\text{Most})[\tau] \), having a free \( r \)-ary predicate variable \( R \), such that for all \( \tau \)-structures \( M \) and \( A \subseteq M^r \) we have
\[
\mathbb{M} \models \phi^*(A) \iff \mathcal{W}_{\langle x, y_A \rangle} \models \phi,
\]
where \( x = \text{bin}(M) \) and \( y_A \) is the word corresponding to \( A \). It then follows that \( L = L_\chi \), where \( \chi = \text{Most}^r R \phi^*(R) \).

We denote by \( qr(\varphi) \) the maximal nesting depth of the quantifiers \( \text{Most}^k \) in a formula \( \varphi \in \text{FO}(\text{Most}) \). In particular, we are not taking account of first-order quantifiers. The proof of Theorem 4.4 shows that the level \( C_kP \) of a language \( L_\phi \) in \( \text{CH} \) is determined entirely by the value \( qr(\varphi) \). The first part of the proof shows that if \( qr(\varphi) \leq k \), then \( L_\phi \in C_kP \). On the other hand, by Proposition 3.4, the quantifier \( \text{Most}^k \) can be expressed using just one application of \( \text{Most}^{k+1} \).

**Proposition 4.5.** Let \( k \geq 1 \) and \( \tau = \{<, +, \times, P\} \). Then
\[
1. \text{PP} = \{L_\varphi \mid \varphi \in \text{FO}(\text{Most})[\tau], \ qr(\varphi) \leq 1\},
2. \ C_kP = \{L_\varphi \mid \varphi \in \text{FO}(\text{Most})[\tau], \ qr(\varphi) \leq k\},
3. \ \text{PH} \subseteq \{L_\varphi \mid \varphi \in \text{FO}(\text{Most})[\tau], \ qr(\varphi) \leq 2\}.
\]

**Proof.** Case 1 follows directly from Proposition 3.4 and the proof of Theorem 4.4. Claim 2 follows by induction on \( k \): given \( \phi \) defining the language \( L' \in C_kP \), the formula \( \phi^*(R) \) satisfies \( qr(\phi) = qr(\phi^*) \) by Proposition 4.2, and hence the formula \( \chi \) defining \( L \) satisfies \( qr(\chi) = qr(\phi) + 1 \). Case 3 follows by Toda’s Theorem [24].

**Remark 4.6.** By 3 of Proposition 4.5, every sentence \( \varphi \in \text{SO}[\tau] \) is equivalent to some \( \psi \in \text{FO}(\text{Most})[\tau] \) having \( qr(\psi) \leq 2 \).

Proposition 4.5 holds also for arbitrary vocabularies \( \tau \) assuming \( \{<, +, \times\} \subseteq \tau \). Without ordering or the numeric predicates the following holds.

**Proposition 4.7.** Let \( k \geq 1 \) and \( \tau \) a vocabulary. Then
\[
C_kP \subseteq \{L_\varphi \mid \varphi \in \text{FO}(\text{Most})[\tau], \ qr(\varphi) \leq k + 3\}.
\]
Proof. Suppose that \( K \) is class of \( \tau \)-structures such that \( L_{K,c} \in C_k P \). Then, by Proposition 4.5, there is \( \varphi \) over vocabulary \( \{<, +, \times, P\} \) having \( qr(\varphi) \leq k \) such that \( L_{\varphi} = L_{K,c} \). Let \( M \) be a \( \tau \)-structure. We can now first existentially quantify relations \(<, +, \) and \( \times \) over \( M \) and then, using an FO-interpretation of \( W_{bin(M)} \) in \( M \), write a formula \( \psi \) which evaluates \( \varphi \) in \( W_{bin[M]} \). It is now easy to verify that the sentence

\[
\chi = \exists < \exists + \exists \times \psi,
\]

satisfies \( \text{Mod}(\chi) = K \) and that \( qr(\chi) = k + 3 \), since \( \exists^2_k \) can be expressed using one application of \( \text{Most}^k \) and \( \psi \) can be constructed so that \( qr(\psi) = qr(\varphi) \). \( \Box \)

5 General proportional quantifiers

On the complexity-theoretic side it holds that, for any rational \( 0 < r < 1 \),

\[
\text{PP}_r = \text{PP},
\]

where \( \text{PP}_r \) is defined by changing the input acceptance condition to “more than an \( r \)-fraction of accepting computations” (cf. [19]). It turns out that in the logical side this is not the case.

**Definition 5.1.** Let \( 0 < r < 1 \) be a real number. The \( k \)-ary proportional quantifier \( \mathcal{Q}^k_r \) is defined by the class

\[
\mathcal{Q}^k_r = \{(M, P) : P \subseteq \mathcal{P}(M^k) \text{ and } |P| > r2^{|M^k|}\}.
\]

Denote by \( \text{FO}(\mathcal{Q}_r) \) the extension of \( \text{FO} \) by the quantifiers \( \mathcal{Q}^k_r \) for \( k \in \mathbb{N}^* \).

We shall show the following:

**Theorem 5.2.** Let \( 0 < r < 1 \) be a real number. Then the following holds:

1. If \( r = s/2^m \) for some \( s, m \in \mathbb{N}^* \), then the logic \( \text{FO}(\mathcal{Q}_r) \) strongly captures the counting hierarchy.

2. If \( r \) is not of the form \( s/2^m \), then the logic \( \text{FO}(\mathcal{Q}_r) \) satisfies the 0-1 law.

Note that 2 implies that for example the quantifier \( Q_{\text{even}} \), which is computable in \( P = C_0 P \), cannot be defined in the logic \( \text{FO}(\mathcal{Q}_r) \). It also shows that definability results analogous to Theorem 3.1 and Proposition 3.4 do not hold in this case.
5.1 Claim 1 of Theorem 5.2

In this section we show that Theorem 4.4 remains valid if the majority quantifiers are replaced by proportional quantifiers with threshold \( r \) of the form \( s/2^m \).

Theorem 3.1 and Proposition 3.4 are based on the observation that we can easily define a set of relations containing exactly one half of the \( k \)-ary relations over any \( M \). By fixing \( \overline{a}_1, \ldots, \overline{a}_m \in M^k \), instead of just one tuple, we can divide \( \mathcal{P}(M^k) \) into \( 2^m \) many disjoint sets \( S \) all having cardinality \( 2^{|M^k| - m} \). These sets can be indexed by binary words of length \( m \), “1” in position \( j \) indicating that \( \overline{a}_j \in A \) for all \( A \in S \). The following is now easily obtained.

**Lemma 5.3.** Let \( k, s, m \in \mathbb{N}^* \) and \( s < 2^m \). Then

1. The quantifier \( \exists^k_2 \) is definable in the logic \( \text{FO}(Q^k_{s/2^m}) \).
2. The quantifier \( R^k \) is definable in the logic \( \text{FO}(Q^{k+1}_{s/2^m}) \).

**Proof.** The proof of Claim 1 is analogous to the proof of Theorem 3.1. The formula \( \phi_1 \) in the proof of Theorem 3.1 is replaced by a formula with meaning \( \exists \overline{a}_1 \ldots \exists \overline{a}_m \psi(M^k \setminus \{\overline{a}_1, \ldots, \overline{a}_m\}) \). The proof of Claim 2 is also a straightforward generalization of the proof of Proposition 3.4. \( \square \)

We are now ready to prove Claim 1 of Theorem 5.2:

**Claim 1 of Theorem 5.2.** Let \( s, m \in \mathbb{N}^* \) and \( s < 2^m \). Then \( \text{FO}(\text{Most}) \equiv \text{FO}(Q^k_{s/2^m}) \).

**Proof.** By 2 of Lemma 5.3 and Example 2.5, the quantifiers \( \text{Most}^k \) can be expressed in the logic \( \text{FO}(Q^k_{s/2^m}) \). Therefore, we have that \( \text{FO}(Q^k_{s/2^m}) \geq \text{FO}(\text{Most}) \). On the other hand, since PP = PP, the same argument as in the case of \( \text{FO}(\text{Most}) \) shows that \( \text{FO}(Q^k_{s/2^m}) \subseteq \text{CH} \). \( \square \)

5.2 Claim 2 of Theorem 5.2

In this section we show that the logic \( \text{FO}(Q^r) \) satisfies the 0-1 law if \( r \) is not of the form \( s/2^m \). Glebskii et al. [10] and Fagin [8] independently showed that first-order logic satisfies the 0-1 law. Since then, many extensions of FO have been shown to satisfy the 0-1 law. Our argument is based on a “almost sure” quantifier elimination result in the lines of [13] and [5]. In [13] the 0-1 law is shown to hold for a certain fragment of the extension of FO by first-order proportional quantifiers. In [5] the 0-1 law is established for the extension of first-order logic by the quantifier expressing rigidity.
We begin with some definitions and notation. In this section we restrict attention to relational vocabularies.

For a class $K$ of $\tau$-structures, we write $\mu_n(K)$ for the fraction of $\tau$-structures in $K$ with universe $\{1, \ldots, n\}$. Define

$$\mu(K) = \lim_{n \to \infty} \mu_n(K),$$

if this limit exists. If $\mu(K) = a$, we say that $K$ has asymptotic probability $a$. In the case $K = \text{Mod}(\varphi)$ for some sentence $\varphi$, we abbreviate $\mu(K)$ to $\mu(\varphi)$. We say that a logic $\mathcal{L}$ satisfies the $0$-$1$ law if for every relational $\tau$ and every sentence $\varphi \in \mathcal{L}[\tau]$ we have that $\mu(\varphi)$ exists and

$$\mu(\varphi) \in \{0, 1\}.$$

Since we also consider formulas with free variables, we say that $\varphi(\overline{x})$ and $\theta(\overline{x})$ are almost everywhere equivalent if

$$\mu(\forall \overline{x} (\varphi(\overline{x}) \leftrightarrow \theta(\overline{x}))) = 1.$$

In this section we treat free second-order variables as predicate symbols.

**Example 5.4.** Let $0 < r < 1$, and suppose that $\tau = \{R\}$, where $R$ is $k$-ary, and $\varphi \in \text{FO}[\tau]$ is a sentence. Then the formula $Q^k R \varphi$ is equivalent to a FO-sentence, since, by the $0$-$1$ law of first-order logic, there is $n \in \mathbb{N}$ such that $\mu_n(\varphi) > r$ or $\mu_n(\varphi) < r$ for $m > n$. Therefore, in models of cardinality greater than $n$, the sentence $Q^k R \varphi$ is equivalent with $\top$ if $\mu(\varphi) = 1$ and $\bot$ if $\mu(\varphi) = 0$.

The following lemma is essential for the result of this section.

**Lemma 5.5 ([10]).** For every formula $\psi(\overline{x})$ of first-order logic, there is a quantifier-free formula $\theta(\overline{x})$ such that the sentence

$$\forall \overline{x} (\psi(\overline{x}) \leftrightarrow \theta(\overline{x}))$$

has asymptotic probability $1$.

**Definition 5.6.** An atomic type in variables $x_1, \ldots, x_k$ over $\tau$ is a maximal consistent set of atomic and negated atomic $\tau$-formulas in the variables $x_1, \ldots, x_k$. We denote atomic types by $t$, $s$, or $t(\overline{x})$ to display the variables.

We do not distinguish between an atomic type and the conjunction over all formulas in it.
Lemma 5.7 ([5]). Every quantifier-free formula is equivalent to a formula of the form
\[ \bigvee_i s_i(\overline{x}), \]
where \( s_i(\overline{x}) \) is an atomic type in the variables \( x_1, \ldots, x_k \).

Definition 5.8. Let \( \tau \) be a vocabulary, \( R \notin \tau \) \( k \)-ary, \( \varphi(\overline{x}) \) a \( \tau \cup \{ R \} \)-formula, \( M \) a \( \tau \)-model over \( \{1, \ldots, n\} \), and \( \overline{a} \in M \). Denote by \( F(M, \varphi(R)) \) the fraction
\[ \frac{|\{ A \subseteq M^k | (M, A) \models \varphi(\overline{a}) \}|}{2^k}. \]
If \( \varphi \) does not have free first-order variables, we write \( F(M, \varphi(R)) \).

The argument in Example 5.4 fails if \( \tau \) is not of the form \( \{ R \} \). However, the following lemma can be used to show that in the general case \( \mu(Q^kR \varphi) = a \) if \( \mu(\varphi) = a \), where \( a \in \{0, 1\} \).

Lemma 5.9. Let \( \tau \) be a vocabulary, \( R \notin \tau \) \( k \)-ary, and let \( \varphi \) be a \( \tau \cup \{ R \} \)-sentence such that \( \mu(\varphi) = 1 \) (\( \mu(\varphi) = 0 \)). Then for every \( \epsilon > 0 \) there is \( n_\epsilon \) such that, for \( n > n_\epsilon \), the fraction of \( \tau \)-models \( M \) over domain \( \{1, \ldots, n\} \) satisfying
\[ F(M, \varphi(R)) > 1 - \epsilon \quad (< \epsilon) \tag{2} \]
is greater than \( 1 - \epsilon \).

Proof. Suppose that there is \( 0 < \epsilon < 1 \) for which there is no such \( n_\epsilon \). Let \( n' \) be such that \( \mu_m(\varphi) > 1 - \epsilon^2 \) for \( m \geq n' \). By the assumption, the fraction of models \( M \) of size \( m \) for which (2) fails is at least \( \epsilon \). Therefore, we must have \( \mu_m(\varphi) < 1 - \epsilon^2 \), which is a contradiction. \( \square \)

The following lemma gives us the inductive step for the quantifier elimination.

Lemma 5.10. Let \( 0 < r < 1 \) be a real number not of the form \( s/2^m \) and let \( \tau \) and \( R \) be as above. Suppose \( \varphi(\overline{x}) \) is a \( \text{FO}(Q) | (\tau \cup \{ R \}) \)-formula which is almost everywhere equivalent to a quantifier-free formula. Then the formula \( Q^kR \varphi \) is almost everywhere equivalent to a quantifier-free formula.

Proof. Suppose first that \( \varphi \) is a sentence, i.e., it does not have free first-order variables. Then, we have that \( \mu(\varphi) \in \{0, 1\} \). Without loss of generality, we may assume that \( \mu(\varphi) = 1 \). Let \( M \) be a \( \tau \)-model. Now
\[ M \models Q^kR \varphi \text{ iff } F(M, \varphi(R)) > r. \]
Therefore, assuming $1 - \epsilon > r$, Lemma 5.9 implies that

$$\mu_m(Q^k R \varphi) > 1 - \epsilon,$$

for $m > n_\epsilon$, and thus $\mu(Q^k R \varphi) = 1$. Note that the above holds for every $0 < r < 1$.

Assume then that $\varphi(\overline{x})$ has free variables $x_1, \ldots, x_m$. Now, by Lemma 5.7, we can find a disjunction of atomic types

$$\bigvee_{1 \leq i \leq w} s_i(\overline{x}),$$

which is equivalent to $\varphi$ almost everywhere. We assume that $s_i \neq s_j$ for $i \neq j$. Let $t_i(\overline{x})$ denote the reduct of $s_i(\overline{x})$ to a type in $\overline{x}$ over $\tau$. The idea of the proof goes as follows. We shall first show that the formula

$$Q^k R \bigvee_{1 \leq i \leq w} s_i(\overline{x})$$

is equivalent to the disjunction $\psi$ of those types $t_i(\overline{x})$ for which

$$F(\mathcal{M}, \overline{a}, \bigvee_{1 \leq i \leq w} s_i(\overline{R})) > r,$$

where $\mathcal{M}$ and $\overline{a}$ satisfy $\mathcal{M} \models t_i(\overline{a})$, but are otherwise arbitrary. Then, using the assumption that $\varphi$ and the formula in (3) are almost everywhere equivalent, it follows that $Q^k R \varphi$ is almost everywhere equivalent with $\psi$.

Let $l_i \leq m$ denote the number of variables such that $s_i(\overline{x})$ forces their interpretations to be distinct, i.e., $l_i$ is the cardinality of a maximal set

$$\{y_1, \ldots, y_{l_i}\} \subseteq \{x_1, \ldots, x_m\}$$

such that $s_i \models y_k \neq y_j$ for $1 \leq k < j \leq l_i$. Since already $t_i(\overline{x})$ determines the identity formulas of $s_i(\overline{x})$, we have that $l_i = l_j$ if $t_i = t_j$. Since either $R(\overline{y}) \in s_i(\overline{x})$ or $\neg R(\overline{y}) \in s_i(\overline{x})$ for every $(y_1, \ldots, y_k) \in \{x_1, \ldots, x_m\}^k$, all interpretations of $R$ satisfying $s_i$ agree with respect to $l_i^k$ many tuples. On the other hand, the interpretation of $R$ can be chosen arbitrarily outside the set of parameters, hence,

$$|\{A \subseteq M^k \mid (\mathcal{M}, A) \models s_i(\overline{a})\}| = 2^{n^k - l_i^k},$$

assuming $\mathcal{M} \models t_i(\overline{a})$ and $n$ is the cardinality of $\mathcal{M}$. Over any $\tau$-model $\mathcal{M}$ and $\overline{a} \in M$, the set

$$\{A \subseteq M^k \mid (\mathcal{M}, A) \models \bigvee_{1 \leq i \leq w} s_i(\overline{x})\}$$
can be written as

$$\bigcup_{t_i = t} \{ A \subseteq M^k \mid (M, A) \models s_i(\bar{a}) \},$$

where $t$ is the atomic type of $\bar{a}$ in $M$. Let $l$ denote the number of distinct parameters in $\bar{a}$. The sets of relations in (4) are pairwise disjoint and each of them has cardinality $2^{m^k - l^k}$. Therefore,

$$F(M, \bar{a}, \bigvee_{1 \leq i \leq w} s_i(R)) = z/2^k,$$

where $z$ is the number of types $s_i$ such that $t_i = t$.

Consequently, the formula

$$Q^k_r R \bigvee_{1 \leq i \leq w} s_i(\bar{x})$$

is logically equivalent to the disjunction of those types $t_i(\bar{x})$ for which $z_i/2^{m_i} > r$, where $m_i = l_i^k$, and $z_i$ is the number of extensions of $t_i$ among $s_1, \ldots, s_w$. We let $t_{i_1}(\bar{x}), \ldots, t_{i_v}(\bar{x})$ enumerate these types without repetitions. We shall now show that $Q^k_r R \varphi$ is almost everywhere equivalent with

$$\bigvee_{1 \leq i \leq v} t_{i_j}(\bar{x}).$$

Let $\epsilon > 0$ be such that $\epsilon < r$ and $\epsilon < |z_i/2^{m_i} - r|$ for $1 \leq i \leq w$. By Lemma 5.9, there is $n_\epsilon$ such that the fraction of models $M$ over $\{1, \ldots, m\}$ satisfying

$$F(M, \forall \bar{x}(\varphi \leftrightarrow \bigvee_{1 \leq i \leq w} s_i(R))) > 1 - \epsilon$$

is greater than $1 - \epsilon$ for $m > n_\epsilon$. Suppose $M$ is a $\tau$-model satisfying (5) and $\bar{a} \in M$. Since, by (5),

$$|F(M, \bar{a}, \varphi(R)) - F(M, \bar{a}, \bigvee_{1 \leq i \leq w} s_i(R))| < \epsilon,$$

and

$$F(M, \bar{a}, \bigvee_{1 \leq i \leq w} s_i(R)) \in \{0, z_1/2^{m_1}, \ldots, z_w/2^{m_w}\},$$

we have, by the choice of $\epsilon$,

$$M \models (Q^k_r R \varphi \leftrightarrow Q^k_r R \bigvee_{1 \leq i \leq w} s_i(\bar{a})).$$
Since the right hand side is equivalent with $\bigvee_{1 \leq j \leq v} t_{ij}(\overline{x})$ and $\overline{a}$ was arbitrary, we get

$$
\mathcal{M} \models \forall \overline{x}(\mathcal{Q}_r^k R \varphi \leftrightarrow \bigvee_{1 \leq j \leq v} t_{ij}(\overline{x})).
$$

(6)

We have shown that for $m > n_c$

$$
\mu_m(\forall \overline{x}(\mathcal{Q}_r^k R \varphi \leftrightarrow \bigvee_{1 \leq j \leq v} t_{ij}(\overline{x}))) > 1 - \varepsilon.
$$

By a repeated application of Lemma 5.10, we obtain the proof of Claim 2 of Theorem 5.2:

**Claim 2 of Theorem 5.2.** Let $0 < r < 1$ not of the form $s/2^n$. Then every formula of the logic FO($\mathcal{Q}_r$) is almost everywhere equivalent to a quantifier-free formula. In particular, the logic FO($\mathcal{Q}_r$) satisfies the 0-1 law.

**Proof.** We prove the claim using induction on $\varphi$. If $\varphi$ is atomic, then the claim holds trivially. Also, assuming that the claim holds for $\psi$ and $\chi$, it follows easily for $\neg \psi$, $\psi \land \chi$, and for $\exists x \psi$ by Lemma 5.5. Suppose then that $\varphi = \mathcal{Q}_r^k Y \psi$. Now, the claim follows by Lemma 5.10 and the induction assumption.

Lemma 5.10 also implies that there is no normal form for the logic FO(Most), in which every second-order quantifier precedes all first-order quantifiers.

**Corollary 5.11.** Every sentence of the form

$$
\text{Most}^{k_1} X_1 \text{Most}^{k_2} X_2 \cdots \text{Most}^{k_j} X_j \varphi,
$$

where $\varphi$ is a first-order formula, has asymptotic probability 0 or 1.

6 On FO(Most$^1$)

In this section we study the monadic fragment of the logic FO(Most). We show that monadic second-order logic (MSO) is strictly contained in FO(Most$^1$).

Theorem 3.1 implies that MSO $\leq$ FO(Most$^1$). Theorem 3.5 does not apply to FO(Most$^1$), since there is no obvious way to create an ordering over a model. On the other hand, the idea of the proof of Proposition 3.4 can be used to show the following.
Proposition 6.1. The first-order Recher quantifier $R$ is definable in the logic $\text{FO}(\text{Most}^1)$.

Proof. We show that there is a sentence $\psi \in \text{FO}(\text{Most}^1)$ over vocabulary \{P_1, P_2\}, $P_1$ unary, such that for all $(M, P_1, P_2)$

$$(M, P_1, P_2) \models \psi \iff |P_1| > |P_2|.$$  

We abbreviate the formulas $P_1(x) \land \neg P_2(x)$ and $P_2(x) \land \neg P_1(x)$ by $Q_1(x)$ and $Q_2(x)$, respectively. We define $\psi$ as follows:

$$\psi = \chi_1 \lor \chi_2,$$

where $\chi_1 = \exists x Q_1(x) \land \neg \exists x Q_2(x)$, and

$$\chi_2 = \exists x_1 \exists x_2 (Q_1(x_1) \land Q_2(x_2) \land \text{Most}^1 Y ((Y(x_1) \land \neg \chi_3) \lor \chi_4)),$$

$$\chi_3 = \forall y (Y(y) \rightarrow (y = x_1 \lor (y \neq x_2 \land Q_2(y)))),$$

$$\chi_4 = \forall y (Y(y) \rightarrow (y \neq x_1 \land Q_1(y))).$$

\qed

Proposition 6.1 can be easily generalized to quantifiers $Q_r^1$, where $r$ is of the form $s/2^n$.

It is well known that MSO collapses to FO over vocabularies consisting of unary predicates only and that the quantifier $R$ is not definable in FO.

Corollary 6.2. MSO < FO(\text{Most}^1).
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